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ABSTRACT

One of the main ideas in Statistics is the relationship between the sample statistic and the population
parameter and how this relationship varies according to the sample properties such as size and variety.
Students’ understanding of this relationship can help them to be critical thinkers with regard to the daily
issues that are related to statistical reasoning in addition to helping them to learn statistics in a meaningful
way. This study investigated the factors that 11™ grade students take into consideration when judging the
validity of a given statistical generalization, in particular the sample size and variety. This study also
investigated whether judgements seem to be influenced by the students’ social beliefs and experiences. The
results showed that most of the students do not take the sample size and variety into consideration when
judging the validity of a given generdization. A relatively high percentage of students based their judgement
on the personal beliefs regardless of the properties of the selected sample. This study identified some pre
teaching misconceptions, that students have with regard to * sampling’.

The Problem

A daidicd generdization is a saement made about the population from the knowledge we
ddl obtan from the sample As in dl inductive inferences we canot edablish tha the
datidical generdization is true with asolute certanty. Our concern usualy is how likdy it is
that the concluson is vdid. The crucd fediure that determines the drength of a daidicd
generdizaion is the representaiveness of the sample 'Sample is representative means that the
festures of the population that concern us ae reflected accurady in features of the sample
(Sdmon, 1984). Usudly, it is not easy to tel whether a sample is representative, but two criteria
areimportant to note: 1. The sampleislarge enough. 2. The sampleis varied enough.

The use of ddidicd generdizations gopears not only in sdentific research, where researchers
genadize the reallts they find in the sample to the populaion, but dso in daly sodd issues,
where many conclusons we form or judge are based on a sample of behaviours or observetions
(Nisbett, & Ross, 1980). Statidticd generdizations is an aspect of criticd thinking (Ennis, 1985),
which is now the god of most educationa policiesin theworld.

Persond perspective and persond narrow experiences lead indviduds to be biased in thar
judgements (Shaughnessy, 1992). The belief bias effect arises when subjects evduae the vdidity
of an agument on the bass of whether or not its condudons conform to ther prior beiefs
rather than on the bads of whether it is logicdly entalled by the premises. Truth satus can be
asses=d on the basis of what the subject can retrieve from his experience or, as in Tversky and
Kaneman terms on the bads of the avalability of rdevant information (Evans, 1989). Fak
(1989) for example found tha subjects thought their own coincidences were more surpriSng
than coincidences tha hgppened to othes Sdf-coincident events are more likdy to be
remembered or recdled than amilar coincidences of others. Nisbett and Ross (1980) maintained
that people fal to goply necessay ddidicd principles to a vey wide range of socd
judgements. They cdamed that people often make overconfident judgements about others based
on smdl and unrdigble amounts of information; they ae often insandtive to the posshbility that
their samples of information about people may be highly biased.

This dudy tries to provide some knowledge about how sudents think when they judge the
vdidity of a given datidicd generdization (thet rdated to their persond life) before sudying the
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sampling techniques a schools The benefit of this knowledge is related to the idea that taking
into condderation sudent’s interests, ideas, conceptions and misconceptions about the related
content and process prior to teaching is an important base of meaningful learming.

In particular, this sudy tries to answer the following two questions:

1. Do 11th grade students who have not sudied sampling techniques take the factors of sample
dze and sample bias (variety) into condderaion when judging the vdidity of a given
datidicd generdization?

2. To wha extent do the culturd bdiefs and experiences of these dudents affect ther
judgement about the vaidity of agiven datidica generdization?

In this research we ded with the term ‘bias from the perception of the ‘sdection bias: the

extent that the sample is varied in order to capture the variety present in the population.

Theoretical Background

The law of large numbers says that if a random sample is large enough, the rdative frequencies
of outcomes in the sample have a very high probability of being a dose gpproximation of those
in the population (Pollatsek e d, 1984). According to Evans (1989), in making judgements,
people have little gppreciation of the law of large numbers. For mog people, the amilarity of a
sample ddidic to a population parameter does not depend on the sze of the sample. The smadl
samples as well as large samples have a high probability of looking like the population. Tversky
and Kahneman (1971, 1972) explained this by the representativeness heurigic. They indsted that
the idea that sampling variance decreases in proportion to sample Sze is apparently not pat of
man's repertoire of intuitions

According to Landwehr (1989), most people would not recognise a daidicaly sgnificant
difference between proper samples, aso people do not redise that a carefully dravn sample of a
few hundred subjects can tell much about a very large population. Schrage, (1983) showed that
the effect of sample sze on probability and varidion is not a factor for people who ae
qatidicdly nai ve.

Shaughnessy thinks that the media plays a role in the unwaranted confidence in amdl samples
among people as he said 'In fact, tdevison advertisements play off this misconception dl the
time, with phrases like two out of three doctors say'. (Shaughnessy, 1992, p 478)

The picture that daidicaly nai ve people ignore sample sze has been modified by subsequent
ressarch. A number of sudies have shown that subjects may take account of sample gze if the
form of the problem is modified or when the varigble is manipulaed in dternaive tasks (Evans
and Dusoir, 1977; Nisbett et d, 1993; Ba—Hilld, 1979,1982; Olson ,1976; Cosmides and Toody,
1996) . Bar-Hilld (1982), for example found that over 80% of her 72 subjects correctly chose the
larger sample and 4% chose the amdler samplein the following problem:

Two pollsters are conducting a survey to estimate the proportion of voters who intend to vote YES on a
certain referendum. Firm A is surveying a sample of 400 individuals. Firm B is surveying a sample of 1000

individuals. Whose estimate would you be more confident in accepting?
FirmA’s FirmB’s About the same
(Bar-Hilld, 1982, p. 79)

Wedl, Pollatsek, and Boyce (1990) conducted a series of experiments.  Different versons of the
problems were presented to undergraduate students who had not previoudy taken a college

getigics course.  In one verson, cdled the “accuracy” verson, students were just asked which
would be doser to the population average, the average in a large sample or the average in a smdl
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sanple. In the “tal” versgon of this problem, sudents were asked to estimate how likely it was
that the sample average was a certan digance from the population average. Students tended to
do wel on the accuracy verson, but poorly on the tall verson. Ther results suggested that naive
subjects  goprecidion for the law of large numbers often does not result from in-depth
understanding of the relation between sample Sze and variahility.

An ealy indication of peopl€s insengtivity to condderations of randomness versus bias in
sample sdection came from a study by Nisbett and Borgida (1975). Two groups had been asked
to make predictions of the behaviour of participants in Psychology experiments. One group was
given no sampling information and the other group was assured of random sHlection. Predictions
of the two groups were, despite sampling consderations, nearly the same.

Rubin e d (1994) showed that dudents have incondggent modds of the rdationship between
samples and populaions Their answers in different problem setings fdl in varying amounts
under the influence of intuitions about sample match the population or sample does not meatch
the population.

We noticed that the research dudied the effect of sample Sze on peopl€s judgement can be
caegorized ether with dudies which used ‘complex (difficult) problems (such as in the
Kahneman and Tversky dudies and Well et d, 1990 in the tal verson) or sudies which used
‘ample problems (such as Evans and Dusoir, 1977., Bar-Hilld, 1982, Wl et d, 1990 in the
accurecy verson). The forma of the problems in the ‘smple problems usudly contained two
samples, one is bigger than the other sample and the subjects had been asked to compare the two
given samples

In the present ressarch the problem tha have been used can be dasdfied with the ‘smple
problems but the approach that had been followed was different. We tried to capture whether the
dudents teke ‘sample Sz€ into account but we did not try to direct sudents to compare two
different 9zes We did not ask the students to look to sample size, we just gave one sample sze
and described the way this sample had been sdlected (or sometimes we did not mention anything
about the sample) and put a concluson depending on this sample and asked the sudents to judge
the vdidity of this conduson.

Method

Paper and pencil test was given to 600 gudents from 20 sscondary schools in Amman. The
dudents had not yet dudied the sampling techniques content of the curricllum a school. The
problem of the ingrument was used to explore the factors that dudents teke into consideration
when judging the vdidity of the given daidicd generdizaion. This problem contained
information about a sdected sample and a generdization (based on the sample result) about a
population. The dudents were asked to judge the vdidity of the given conduson as “vdid
concluson” or “not vaid concluson” or “ cannot judge’. They were ds0 asked to explan in
detail dl the reesonsfor their judgement.

To explore the influence of bdiefs and derectyped thinking on the sudents ability to judge
vaidity of datidica generdization, the problem in the indrument was concamned with students
culturd bediefs and experiences. The content of this problem was about a mother of an 11th

grade student who noticed that her son is very worried about the new Tawgehee examingtion.
She wanted to know if mogt of the 11th grade students in the Kingdom of Jordan are worried. So
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she sdected a sample from 11th grade students and asked them about their worries.  She found

that 80% of the sdected students were worried.  The mother concluded that 80% of 11th grade
sudents in Jordan are worried about the new examination system.

This problem is labdled as a 'beief’ problem because the new examingion sysem is an issue in
Jordan these days. There is a lot of discusson by parents, teachers, students, and educators about
it. The sample of this sudy was from 11th grade students for whom this new examination takes
place next year. For those sudents this issue is rdated to their educaiond life, and each student
has his/her attitude and opinion about it based on their expectations.

Since this dudy was to invedigate the factors which students teke into congderation when they
judge the vdidity of a given ddigdicd generdization, in paticular the sample sze factor and the
sample varigty factor, the problem of the insrument had five dternate forms differing according
to information about the given sample. The five dternate forms presented informeation about:
(Uno) Largelbiased sample( The mother co-operated with the Ministry of Education to ask 500
sudents from a school for creetive sudents).
(Due) Largenot biased sample( The mother co-operated with the Ministry of Education to ask 500
gudents from different schoolsin different areas in the Kingdom).
(Tre) Smdl/biased sample.( The mother asked five students from her son’s dass)
(Quattro) Smdl/not biased sample( The mother asked five sudents eech from a different school in
the Kingdom).
(Cinque) No information about the sample is given. (The mother sdected dudents from the 11th
grade).
Two stages of coding proccess were carried out; in the first sage each satement in the sudent’s
written explanations was coded. By the end of this Sage and as a result of it, five categories of
dudents explanations were generated which led to the second stage of the coding process.

Results

Students explanations of thelr judgements about the vadidity of the given generdization can be
described asfollows

Sample size: The explanations thet took the 'ssmple Sz€ into consideration regardless of the
'sample bias were determined. Table (1) shows the percentage of students who took the sample
Szeinto condderaion according to the Stuation of the given sample in the problem (i.e. whether
it wasasmal sample or large sample or no information about the sample was given). The pattern
inTable (1) showsthat the sudents did better (in taking the sample size into consderation) when
informetion about the sample was given compared to when there was no information about the
sample. Also, it can be noticed that when information was given about the sample, the
performance of sudents differed according to the sample Stuation (if it was small or large).
When the sample was small, sudents did better in taking the Sze factor into condderation. In
generd the percentage of sudents who mentioned the sample size in their explanations about
their judgement was 25%.

Table (1)
Percentage of students who took the sample size into consideration according to the given sample
Noinformation about Large sample Small sample Tota
thesample

6 17 43 25
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Sample bias. The explanations that took the 'sample bias into condderation regardiess of the
'sample sz€ were dso0 determined. The generd percentage of students who took the sample bias
into congderation was 26%. Table (2) shows the percentage of students who took the sample
bias into condderation according to the Stuation of the sample thaet was given to the sudents in
the problem (i.e. biased sample, not biased sample, and no information about the sample).

Table (2)

Percentage of students who took the sample bias into consideration according to the given sample
Noinformation about Not biased sample Biased sample Total
thesample
8 21 41 26

Its clear that sudents did better in teking the bias factor into consderation when information
about the sample was given compared to when there was no information about the sample.

Bias Factor as a Pogtive Factor :

We meant by ‘the sudent took the bias factor into condgderation’ that the student mentioned in
their written explanation that the sample was biased (when it was biased) or was not biased
(when it was not biased).

When the sudents written explanations about their judgements were andyzed, we found thet
some dudents could just not take the bias factor into condderation, but dso consdered the
biased sample as a ‘good’ sample to represent the population. These students consdered the bias

factor as a pogdtive factor providing a ‘vaid concluson. The percentage of Sudents who
conddered the bias factor (The sample from the high achievement leve to represent the students
in Jordan) as a postive factor was 4%.

Adeguate explanations. The explanations tha took the d9ze and bias factors together into
condderation in a proper way were catergorized as adequate explanation. The percentage of
sudents who provided an adequiate explanation was 28%.

Insufficient datistical explanations. The dudent's answer was categorized into this category
when it contained a correct datidicd tatement, but not enough to support the judgement. For
example, in the cae of large and biased sample some students judged the condusion as ‘vdid
and explaned ther judgement by saying that the sample was large. Also in the case of smdl and
not biased samples, some dudents judged the concluson as ‘vaid because the sample was not
biased. The percentage of students who provided insufficient explanations was 9%.

Inadequate datistical_explanations. The sudent's answer wes cetegorized into this cetegory
when it provided a datigtica explandtion that was not suitable or correct. Such explandions as,
‘the concluson is vdid (in smdl and biased sample) because the mother did not depend just on
her son's opinion she depended on more than one opinion’ or ‘the conclusion is vaid because
any part represents the whole' or “the conclusion is not valid because she should take dl the 11"
grade dudents in Jordan’. The inadequate explandions that were found in the written
explanations were divided into the two following categorise (1) Any sample will represent the
population (7%0). (2)Any sample will not represent the population (1796).

Personal_explanations. Many explanaions of sudents judgements have reflected their persond
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beiefs in a direct way. Mog of thee explanations reflected a fear of the examination. For
example, some dudents sad that the condudon is vdid because they think that mog students in
Jordan are worried or because they themsdves are worried.  Also, some students said that the
concdluson is not vdid because they think that the percentage of the worried sudents is much
higher or much lower then the percentage in the given conduson (which is 80%). Such
explanations have been consdered as ‘ persond explanations .

Rdaing to the persond bdiefs explanaions, the andyds of dudents written explanations was

used to divide the sudents into the four following groups

1. Studentswho just provided persond explanations to support their judgement (33%).

2. Sudents who provided ‘adequate daidicd’ explanations in  addition to persond
explanations to support their judgement (multkexplanations) (5%).

3. Sudents who provided ‘inedequate datidicd’ explanaions in  addition to persond
explanations to support thelr judgement (multi-explanations) (5%).

4. Sudents who provided ‘insufficent ddidicd’ explandtions in  additon to persond
explanations to support their judgement (multk-explanations) (3%).

It can be naticed that mogt of the students who provided persond explanations provided them as
separate explanaions and not as multi-explanation with another sort of explanaion. We may say
that a rdaively high percentage of students (one third), just depended on their persond beliefs
to judge the vdidity of the given condusion.

One of the intereting results found in this research was when some gudents (18 out of 120)
explaned thar judgement ‘vdid or ‘not vdid in the Studion where no informetion was given
to them about the sample sze and sample variety. Those students used the factors Sze and bias
(even though there was no information about them) to explan ther judgement. For example
some sudents sad that the conduson (which based on an unknown sample) is vdid because
‘the sample has aproper Sz€ or ‘the sampleis not biased'.

Conclusions

Assuming tha students wrote dl of the reasons that led them to ther judgements, we can say that
around three quarters of the students could not see the sample ‘Sz€ as a factor that effected the
vdidity of the daidicd generdizaions. A dmilar daement can be made about the sample
‘bias factor, the percentage was 26% of the dudents who took the sample ‘bias into
condderation.

The above results support the idea that the sample characteridics are apparently not part of
men' s repertoire of intuitive idess (Tversky and Kahneman, 1972,1974, and Evans, 1989).

Congdeing the reaults found in the gtuation where no information aout the sample was
provided -i.e. when the format of the question was ‘a sample has been sdected’. We found that
the percentages of students who were aware of the sample Sze or sample variety were less than
10%, whil¢ more sudents took the factors ‘sample Sz€ and ‘sample variety’ into condderaion
when the information about the dze of the sdected sample or about the sdection method were
given in the problem. One can concdlude based on the above that when some information about
the sample was given, more sudents tend to take into consderation ether the sample sze factor
or the sample bias. Maybe we can indicate from this result that sudents underganding of the
9ze and bias concepts is an inet underdanding which need activaion; if we activate sudents
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minds by giving them information about sample sze and sample bias they dat to use these
concepts.

On the other hand, more sudents took the sample Sze or bias into condderaion when it was
'negative -i.e. smdl or biasad than when the factor was podtive -i.e. large enough or not biased.
In the problem the percentages of sudents who took the ‘Sz€ and ‘varigty’ into condderation
when no information about the sample was given were 6%, 8% respectivdy and when the
sample was ‘smdl’ and ‘biased’ these percentages were 43% and 41%. Whilg in the Stuation
where the sample was ‘largeenough’ and ‘ not biased’, the percentages were 17% and 21%.

Notice that even when ‘negaive information about the sample (i.e ‘smdl’ or ‘biased sample),
the percentage of sudents who took these ‘negative’ factors into consderation did not exceed
43%.

With regard to which factor (Sze or bias), dudents took more into condderation when they
wanted to judge the vdidity of a given ddidicd generdization, results showed that there was no
difference between the two factors.

In this ressarch an andyds was done to investigate how sudents teke both factors, sample sze
and sample variety together into congderation. The results of this andyss showed that, less than
one third of the sudents took the two factors in an adequate way in ther judgement. This may
lead us to conclude that mogt of the students could not take the two factors, sample size and bias
together into congderation in an adequate way.

The andyss of dudents explandtions disclosed the following misconceptions about  the

relationship between the sample and the population:

1. Some dudents (4%) did not redise tha the sample which was dealy biasad did not
represent the population. They looked & the bias in the ‘biased sample as a factor that made
the conduson vaid. Those students who conddered the concluson as valid based ther
judgement on the fact tha the sdected sample is the ‘bet’ sample to represent the
population. This obsarvaion seems to agree with what Kahneman and Tversky mentioned
about the representativeness heuridic.

2. Some dudents (9%) used information that was not sufficient to support ther judgement.
Some of them took only one factor of sample properties (Sze or bias) into congderation in
supporting thar judgement of the vdidity of the conduson and forgot about the other. For
example when the sample was ‘500 high achievement dudents, many sudents judged the
concluson as ‘vdid because the sample Sze was large enough without redizing the ‘bias
fector in the sample sdlected.

3. Some dudents (7%) consdered that any sample irrepective of its Size and bias was a good
representative of the populaion i.e could not see that different sample sdections made any
difference in representing the population. It seems that those sudents believed thet any part
can represent the whole without any undersanding of the error between the sample Satidic
and the population parameter and how the sample properties can affect this error.

4. Many dudents indgted that ‘any sample will not represent the population’. The percentage of
dudents who sad tha was 17% . This may indicate that those dudents could see that the
‘sample ddidic differs from the ‘populaion parameter’, but they could not see that this
difference can be reduced through manipulation of sample propertties Students in this
caegory were able to see the variation among the dements of the sample to the extent of
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leading them not to ‘beieve in sampling. In other words they have the beief theat no ‘true
knowledge about any population can be obtained through sampling.

We can rdae the above two points with what Rubin, Bruce, and Tenny (1990) cdled sampling
representativeness (sample gives everything) and sampling varigbility (sample does not give
anything). This research agrees with thar results of the exisence of the two patterns of intuition
reasoning among sudents. However there was a difference between the findings of this research
and ther research. In this research, more sudents sad that any sample will not represent the
populaion (sample vaidbility) than who sad ‘'any sample will represent the population'
(sampling representativeness). Whilst in Rubin, Bruce, and Tenny sudy there was no dear
pattern of the difference between sampling variability and sampling representativeness intuition.

It gppeared that Students persond expectations about the population studied affected their
judgement S0 that if the given conduson maiched their expectation, the concluson was judged
as ‘vdid', otherwise ‘not vaid'. The results showed that the percentage of the students who used
ther ‘persond’ bdiefs to judge the vdidity of the given concduson was (46%). We may
indicate from thisthat sudents educationd life affected their judgement.

Pat of the effect of the persond bdiefs on datidicd judgement can be explaned by the
‘avalability’ heuridic suggested by Tversky and Kahneman (1973). Students in their responses,
usd the information eedly avaldble to thar minds of what they themsdves or their friends think
about thisissue.

The results showed that some sudents provided in addition to the ‘persond’ explanations, other
‘detidicd’ explanations (adequate or inadeguate or insufficient explanations). It can indicate thet
those students provided one of these explanaions to support the other one. In other words, these
dudents provided ‘persond’ explanations in order to support their ‘datidicd’ explanaions or
viceversa(i.e. provided ‘gatisticd’ explanations to support their persond beliefs).

In the Stuation where there was no information about the sample, we found explanations thet
used the sample Sze or vaiety to judge the vdidity of the given conduson. Some sudents gave
those sample properties where in fact there was no information about ather the sample Sze or
the method of sdection. This may lead us to say that sudents used ‘datidtica language i.e. used
the sample Sze and vaiety (even if it is not given) to support ther persond bdigfs In other
words if the given conduson is mached with wha they bdieved or expected the 'given
unknown sampl€ is 'large enough' and 'not biased' according to them. If the concluson does not
meatch what they expect, the 'given unknown sample is'smdl’ and 'biased’.

I mplementations

This research disclosad some misconceptions that sudents have before gating formdly learning
sampling techniques a schools Among the misconceptions, identified are any sample can
represent the populaion; no sample regardless of its dze and vaiety can represent the
populaion; a concluson is vdid (or not vdid) because persond experience supports it; the
bigger the sample regardless of its variety the more vdid the conclusion.

It is hoped that the misconceptions that this research disclosed before teeching datidics with
regard to the sudents understanding of the rdaionship between 'sampleé and ‘population’ will be
ussful to improve the gatigtical curriculum and teaching methods.
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One approach that can be followed to probe students errors is provided by Shaughnesy (1993).
Shaughnesy’s work suggests that we should indude examples of misuses and abuses of datidics
in our classes on probability and datistics, and encourage our students to rebut them with correct
andyss. He suggests udng the problems that have been used in the research as tools to probe
sudents datistica reasoning errors

One gpplication of this research regarding Shaughnessy’s suggestion is the posshbility of usng
problems like the problem that have been usad in the indrument of this ressarch as materid in
classss to focus dudents dtention on erors being made in formulating judgements and to darify
how bdliefs and conceptions can affect decisons under uncertainty.

It is hoped that teaching ‘sampling’ will be done in away that ams to hdp sudents bdieve in
sampling as a sdettific technique tha hdps us make concdudons about a populaion, to
underdand that any concluson basad on sample results involves a degree of uncertainty, and to
redize that the vdidity of a datisicd generdization is dependent on the properties of both the
sample and the populaion.
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