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Introduction

The PAPIRIS (Principles and Pedagogy — Internet Resources in Statistics) vision is an easy to use Web site with multiple
levels of grade appropriate definitions and concepts, teacher resources, lesson plans, gradelevel appropriate activities, and
self-help pages for K-14 students. PAPIRIS will help sdtisfy explanatory and curricular needs for K-14 statistics education
within the United States. The following entry represents a sample of the planned entries within PAPIRIS. In this case,
entriesfor linear regressions are provided.
PAPIRIS will be a Webrbased statistics reference library for teachers, students, and lifelong learners, consisting of an
encyclopedia, annotated links to external Web sites for statistics and statistics education, a collection of lessons plans, and
critiques of those lesson plans. It will contain a collection of statistics terms used in K-14 education. In the near future,
PAPIRIS will include an archive of lesson plans for teaching the concepts, with accompanying annotations written by
PAPIRISpersonnd describing the lessons’ contents.
PAPIRIS will participate in the Mathematics Education into the 21% Century Project, which is a 20year international effort
dedicated to improving mathematics education worldwide through the publication and dissemination of innovative idess.
PAPIRIS will provide the contents of its repository to the international project’s collection of mathematics education
resources, and the participantsin the international project will contribute statistics education lessonsto PAPIRIS

LINEAR REGRESSION FPeanut Can Bag
For the following examples, the accompanying red world deta is utilized. in bag, X Weight, Y
The table delinestes actua data of the number and weight of chocolate OB 70
coated, peanut candies within a marked 49.3 gram bag. 1 488
ELEMENTARY and MIDDLE SCHOOL 22 487
Definition: A linear regresson is a mathematica model demondtrating the 22 510
relationship between two variables or sets of data. 23 503
Elementary and Middle School Preparation: 73 520
Students should be able to plot data points on an xy coordinate plane and 2% 522
determine the median and mean of a data set. 5 529
Purpose: In dementary and middle schoal, it is appropriate for school 26 548

sudents to examine relationships between such reatlife gpplications as
study time and test results, or size of a school and win-loss record of its sports teams (van de Walle, 2001). After
relationships are recognized, linear regressons can assst in making predictions regarding the data and
gpplications.

Pedagogy: Interesting and meaningful gpplications provide mativation for sudents and build on common-sense
undergandings. Further, a data-driven approach to learning can foster the basic understandings required for more
sophisticated ideas. The following techniques are meant to provide grade appropriate estimations eventualy
leading to the concept of linear regression through the least squares line in high school.

Elementary Education Techniques:

Scatter Plots: Once datais collected, it is reasonable
to ask how relaionships can best be understood, and Chocolate-coated Peanut Candy
later, how predictions can be made from collected (49.3 gram bags)

data. An appropriate starting point isto make a scatter
plot where relationships can often be seen visudly,

o
)

and then, described verbaly. With some instruction £ 54- °
on plotting points, edementary school students can 5., o« o °
begin their conceptud understandings with smple | = °

activities such as creating scatter plots. g 501 *

Trend Line: As a next gep for young students, an 2 48 ¢

informa trend line (Bennett & Nelson, 1998) can be © 6 i

dravn. A trend line serves to reinforce the

relationship that can be seen visudly, and dso may

provide a springboard for discusson. Smple
343
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classroom activities could be developed: (a) on a scatter plot, students can explore trend lines with a piece of
Soaghetti (van de Walle, 2001), (b) atrend line can be drawn
with a draightedge, and (c) two vaues or “choice points’ Chocolate-coated Peanut Candy
that seem representative of the trend can be selected and a (49.3 gram bags)

line drawn through them.

56

From a amplified point of view, the line of regresson is an
attempt to make sense of genera data trends. The closer
data is to the trend line, the more confidence one has in
predictions. Students may find that making predictions from
atrend line that only rarely coincides with actual data values
or that varies widely from a trend line is not to be trusted.
Teachers may need to reinforce the idea that predictions are
edimates. The idea of mathematicd models not exactly
fitting reaHife data is a concept for teachersto explore with
their students. Closdly associated with concepts of data
relationships and trend lines is the notion of “best fit” lines. The coarse lines described above are not intended to
show best fit, but rather genera trends.

Middle Grade Techniques:

Median-Median Line: A more advanced treatment of trend is the medianrmedian line (van de Walle, 2001).
More likely to be avalable in middie school classrooms, the
TI-73 and TI-83 cdculators have a built-in function for this Chocolate-coated Peanut Candy
purpose. o _ (49.3 gram bags)

To determine the median line, the number of data ements is
divided from least to greatest such that they form roughly 56
equal sections of dements. [Sections will have eements
numbering: n, n, n; n-1, n,n-1, or n+l, n, n+1] For each
section, the median x vaue and median y vaue is determined
to form three ordered pairs, one for each section. An informal
line then connects the two outsde median points. Remaining 48 1
pardld to this line the line is then shifted 1/3 of the way 46 >
toward the middle point, and anew line is drawn. 19 20 21 22 23 24 25 26 27
Double Centroid Line: The double centroid line divides the
data, from least to greatest, into two sections of equal numbers
of data elements. The mean x vaueand y valueisdetermined | | ® Data A centroids
for each section, creating two ordered pairs, the lower and

upper centroid [(x;.%; ) and (x,,. %, )] - A line then connects both centroids.

SECONDARY SCHOOL

Definition: A linear regression is a linear equation which best fits the data points associated with a given
relationship of two variables or data sets. For points (X, y1), (X2,¥2), ... , (%, Yn) the best fit lineis determined by
the least squaresline y = a+ bx, where
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Bag Weight (grams)
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19 20 21 22 23 24 25 26 27

Number in Bag

54 A
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Number in Bag

Linear (Centroids) |

Secondary School Preparation:

Students should understand the x-y coordinate plane, the mean, quadratic functions and their graphs, and
summeation notation and have an understanding of linear functions.

Purpose: In secondary school, students examine relationships within red-world situations. Linear regressons
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can assg to anadyze and make predictions regarding the data derived from the investigated Situation.

Pedagogy: Interesting and meaningful applications provide moativation for sudents and build on common-sense
understandings. At the secondary school level, data analysis can be connected to other mathematical concepts
previoudy sudied. Following informa investigations resulting from scaiter plots, trend lines, median lines, and
double centroid lines, linear regresson formaly connects concepts from data acquisition/analysis with concepts
from algebra and linear equations.

Techniques:

Least Squares Line: For dightly essier caculations, the Chocolate-coated Peanut Candy

lesst squares ling, y= ax + b, can be determined by (49.3 gram bags)

s @) @)@ ) gy, By aB) | s

" (@ x2)- (B x) " E ool el

This provides the best fit line to the data points &, y1), (X, E A

¥o)s - s (Xoy o). Theleest squaresline minimizesthesumof | & 52 ¥ st

the squares of the differences of each data point fromaset | & ., /{,,-’i

line. The leest squares line can be caculated utilizing the | =

accompanying table. 2as /‘/“’

From the given data observed through the relationship, the e

leest squares line alows one to predict additiona values for 19 20 21 22 23 24 28 26 27

the relationship. Number in Bag

Example: X Yi XiYi Xi i

The candy data provided above would produce the following teble X1 Y1 X1Y1 X1"

of data. These are then substituted into the equations to determine X2 Yo Xa2Y2 X2’

vauesfor a and b. * * * *

Parabolic Method to the Least SquaresLine: Theleast squares |— % . Yo oy"yn OXn -

line technique previoudy depicted leads to the following analysis. a Xi a Vi a Xy | a X
IRICETPICED RPN WRLICD) e T B

n@ xf)- @ xi) n 20 470 940 200

21 488 [ 10244 441
22 487 | 10714 | 484
y- ¥ =alx-Xx) 2 510 | IIZ2 434
Therefore, the point (x, 7 ) is on the least squares line. 23 503 | 11569 | 529
The accompanying steps can be followed to determine the dope of the 23 52.0 1% 529
least squares line (which passes through the point (x, v )). Relaively 24 522 | 12528 | 576
few data sets of n ordered pairs are actualy needed as dopes fdl 75 529 | 13225 576

%ong'adp?doga of the line between a least th irs of g > 48 | 45| O
ind the dope e line een ree pairs of given
points. (Notably, a quadratic can be determined through three points. Az asry | SIS Asks

However, most high school students will need to sdect at least five points to graph a quadratic.  Therefore,
students should sdlect approximately five pairs of points for which to determine the dope) Arrange dopes in

ascending order from least to greatest, labeling the dopes asx, Xa, ... X%.
[0 Find the equations of thelineswith dope m throughthepoint (x, v). yvi =y + mix - %)
[0 Determine the sum of the squares of the residudls, r;, for each line, ;.

For m), the dope befween two data points,

and r = é (residuals Y’

y = ax+ (y- ax)

y =y +ax - ax
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O Pot each point (m, r;) and

least O(residuals)®.

my

my

EE RS

Mn

51

r2

*k*

Mn

skefch the graph of the repective parabola
0 The x- coordinae of the minimum point (vertex of the parabola will represent the dope of the line that has the

Example:
Utilizing this technique produces the following table which in turn produces the following graph.
Yp=1.0x+27 |[,=1.1x+25.6 | ,=1.2x+23.3' | y,=1.3x+21.7 | y,=1.4x+18.¢
XTIy [ ¥ | ¥y¥% O-Ye)” (Vo) (Yp)” OF-Yp) OFYp)”
20147014797 -09/7 0.941 0402 0.152 0.010 0.0360
21(488(4897 | -017 0.029 0.000 0.044 0.160 0.348
2248714997 | -127 1613 1392 1188 1.000 03828
22|51.0[4997 | 103 1.061 124 1464 1690 1932
2539059097 | -06/7 0.449 0402 0476 0.490 0.504
235205097 103 1061 1.040 1020 1.000 0.980
24152215197 023 0.053 0.014 0.000 0.010 0.044
255295297 | -007 0.005 0.078 0.240 0490 03828
26| 548[5397 | 083 0.689 0270 0.044 0.010 0.168
Sum of Squared Resdu 5.900 4.976 4.629 4.860 5.669

This example demonstrates that the dope of the line with

the least sum of squared residuals is gpproximately 1.2.
COLLEGE

Definition:

Regressonr A model that describes the dependence of

the vaue of one random varigble on one or more other

variables. If the mean value of arandom variable Y for

afixed x iswrittenas E(Y/x) and called the mean of
Y conditional upon X, then when X varies, E(Y/x)is
afunction cdled the regresson of Y on x.

Minimizing Sum of Squared
Residuals

6.0

5.8 1

5.6 1

5.4 1

5.2 1 3

5.0 - 'Y

4.8 4

46 i

The smplest case is Smple linear regression or straight- 44 . . . . .

line r@r on: 0.9 1 11 12 13 14 15
E(Y/X) =a + bx Slope of fitted line

The parameters a, b ae cdled the regresson

coefficients and are usudly unknown. Regresson Andysis is concerned with estimating the parameters a and

b , and finding the best-fit line.

College Preparation:

Students should understand the concepts: linear equation, the minimizing and maximizing using differentiation,

the expected vaue and conditiona probability.

Purpose: In college, students use regression line to summarize the relationship between dependent variables and

independent variables, predict the dependent variable from ane or more independent variables, measure the size of

the effect to any independent variable through its regression coefficient, and discover mathematics or empirica

laws.

Pedagogy: Using cdculus to develop the regresson modd will give the students understanding about the

importance of caculus in developing modes, and using the regresson modd introduces the students to a model

that incorporates arandom element and has application in many fields of the real world.

Techniques:
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If Y isassumed to be normaly digtributed with constant and usudly unknown variance, which is independent of
X, then given a sample of independent pairs of observation (xi, yi); i =1,...,n , theestimators a , b of a and b
can be found by a procedure cdled the least square. This procedure is minimizing § «,; - a- bx;)> where
(i - a- bx) iscdled the resdua or the vertica offset. By using this procedure, the maximum likelihood
etimators b and a for b and a are:

o, B OG@Y)

[o —_ _
a (x-xy-y) 4a - . .
b = — = v — - a Xi — a Vi
é(X-X)2 o , (éx)z , a y bx , x = - ,aﬁy_ .
ax - —
n
GRAPH OF VERTICAL OFFSET GRAPH OF PERPENDICULAR OFFSET
Chocolate-coated Peanut Candy Chocolate-coated Peanut Candy
(49.3 gram hags) (49.3 gram bags)

56 g 5 —

w £4 - .-f"r{ g G4 .____.-"FF
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% ;”PJ é 50 At

S0 1 s = (\
E 48 | j/[ gus|
& / “ 46 ﬁ R :

Br—— 19 20 ! | 2\ W 5 W W

19 20 29 22 23- 24 25 W 27 Number in Bag
Number in Bag

Other methods to find a and b are by using the sum of the
perpendicular distances di of the points (xi, yi) from the line

R:édi:élyi_(a+bX|.

But because the absolute vaue function does not have continuous derivatives, minimizing R is not amenable to
andytic solution. However, by minimizing the squae of the sum of the perpendicular

2
distancepz - Mi— @+ 0Ol ey oy, Jo2+ 1,

1+ b?

b =

N |-

42 2. no2). (& 2. 2\
§(a 4 ny_) o(a XX )g ad a=y- bx.
g nxy - a Xxy a

Example:
i) Vertical offset method:

By minimizing the sum square of the vertical residudls p - & X~ DU - ¥) _ 34955 - o

a (x- x)? 28.889
a=50.68 —1.2(22.89) = 23.16.
Theregression equationis. § = 23.16+ 1.21x , and the sum of the square of the residuals,

o

A O- a- bx)? = 4.626.

i) Perpendicular offset method:
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By minimizing the sum square of the perpendicular resduds:
1é46.922- 28.889( 2

Bz— s o SO _0.258, b = 0.258 + \/1+ (0.258)° = 1.29,
28 -349%6 f

a=50.86- 1.2822.89) = 21.33

v
The regresson eguation is y=2133+129x, and the sum of the square of the redduds,

a dy- a- bx|¥

> = 4.811.
1+ b

In practice, the method of the vertica offsets from the line (the least square) is used instead of the perpendicular

offsets. This dlows uncertainties of the data points aong the x and y axesto be incorporated, and dso provide a
much smpler andytic form for finding the paramer, than would be obtained by using the perpendicular

distances. In addition, the vertical distance methods can easly be generdized from a bestfit line to the bedt-fit
polynomia which is not the case using the perpendicular distance. However, the difference between vertical and
perpendicular methods of estimating the parameter is very small as shown from the example above.

Type of Regression:

Regresson Analysis may be gpplied to data gathered in two ways.

1) Theamount of y may be measured for certain value of factor X,

2) Thepoint (x, y) may be chosen a random from atwo dimensiona norma distribution of pointsin x-y plane.
In either case y vadue obsarved is considered to be a random observation from a norma population of a possble

y for each particular x used. The assumption of normaity and common variance are not necessary for fitting an
equation, but are necessary for significance tests and confidence intervals.
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