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1. UNCERTAINTY AND IGNORANCE

Decision theory under uncertainty models the behavior of a subject who
has to take an action, but does not know which of a list of possible states
of the world is the true state. In the theory as presently structured,
however, the ignorance of the subject is limited to this lack of knowledge:
the description of the world in his mind is in fact correct and exhaustive. It
is perhaps obvious, but still important to note that this is by no means
necessarily true; rather it is an assumption on the rationality of the
decision maker. The assumption is that he may be uncertain about the true
state, but he has no ignorance about the state space.

The purpose of this paper is to model situations where such ignorance is
possible. We provide a model where some of the facts that determine
which state of nature occurs are not present to the subject’s mind, and this
lack of awareness makes him incapable of giving a complete description of
the ‘‘objective’’ state space. The idea which we formalize here is that the
individual’s ‘subjective’ description of the world is constructed on the basis
of those events of which the subject has awareness.

Our formal definition of awareness, first introduced in Modica and
Ž .Rustichini 1994 , is based on the idea that there are three possible states

Žof a subject’s knowledge regarding the truthrfalsity of a proposition p for
. Žexample, ‘‘it rains’’ . First, he may be certain of the truth value true or

.false of p; second, he may be consciously uncertain about it, in the sense
of not knowing and knowing of not knowing. These are the two possibili-
ties that are usually considered in Decision Theory. The third possibility
we want to consider is the following: he may not know p, not know he does
not know it, not know he does not know he does not know it, and so on ad
infinitum. The last possibility represents the situation of ‘‘not having in
mind,’’ which we call unawareness. The occurrence of p, or even of its
opposite, will be a surprise for that decision maker.

We can be more precise using the logical symbols n, k , ! of ‘‘and, or,
not’’ and the knowledge operator k, so that kp is interpreted as ‘‘the
subject knows that p,’’ and ! kp n k! kp is not knowing and knowing of

Ž .not knowing. Modica and Rustichini 1994 define the awareness operator
Ža as union of certainty and conscious uncertainty: ap [ kp k ! kp n

.k! kp ; and introduce an axiom of symmetric awareness: ap l a! p,
Ž .where ‘‘l ’’ is ‘‘if and only if’’ , which reflects the idea that if p is not

Žpresent to mind the same must be true of ! p this is axiom A, reported
.below . Unawareness is the negation of awareness, and it is ! ap l ! kp

n ! k! kp; using the symmetry axiom one proves that ! ap is equivalent
to all the sequences of ‘‘ not knowing of not knowing of not knowing . . . p.’’
This last might therefore be equivalently taken as the definition of ‘‘being
unaware.’’
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In Sect. 2 below we state the basic properties that an awareness operator
should have. For instance, if the subject is aware of some thing, then he
should be aware of this very fact, indeed he should know it.

Partitions and Possibility Correspondences

Information partitions have arisen in models where information is
Žrepresented as a correspondence from states to states which to each state

.associates a set of states seen as possible and the range of this correspon-
dence is a partition of the space. This class of models ‘‘corresponds’’ to a
logical system known as S5, which consists of a ‘‘weaker’’ system S4 plus
the so-called axiom of negative introspection: ! kp ª k! kp. It is easily
seen that this is equivalent to ap; hence, schematically S5 s S4 q ap, so

Ž .that in S5 there is full awareness. Modica and Rustichini 1994 prove that
Ž . Ž .in fact S5 s S4 q ap l a! p seemingly weaker . This implies that if

one wishes to maintain the symmetry axiom ap l a! p, to get unaware-
ness one should weaken S4. Moreover, it suggests what to weaken: for it
says that full awareness can be achieved without the deduction ! kp ª
k! kp, thus, it must be implied by some other deductive process; therefore
one has to concentrate on S4’s deduction rules. The nature of unaware-
ness now hints to the direction of the weakening; because intuitively, it has
nothing to do with deductive power, for it is not at all the case that a
subject who is aware of fewer things than another must necessarily be less
capable of logical reasoning than the latter; on the other hand, the former
may not be able to make some deductions exactly because of unawareness:
for example if he is unaware of q, he will not be able to deduce knowledge
of p k q from knowledge of p, which he would otherwise do, for he
cannot conceive of p k q. With this motivation, we give the subject the
same deductive power as an S5 subject, but only within his domain of
awareness; and this results in the logical system UU introduced in the
present paper. Once one has a system which admits unawareness but is
‘‘locally’’ like S5, locally in the sense of ‘‘within the domain of awareness,’’
it is a small step to guess that the corresponding models will exhibit a
partitional information structure in some local sense; and the result is the
following. We know that in S5 there is a possibility correspondence from
states to states, whose range is a partition; in UU, if in a state s the subject

yŽ .is aware of the set of sentences a s , then at s the conceï able states
yŽ .will be those which he can describe using the sentences in a s ; among

them, on the basis of his knowledge he will identify a subset of possible
states; therefore the possibility correspondence P is from states to con-

Ž . Ž . yŽ .ceï able states, and P s and P t are in the same space iff a s s
yŽ .a t ; so given s , as the state varies over the set of t ’s such that
yŽ . yŽ . Ž . Ža t s a s , the images P t all lie in a fixed space that of the states
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.conceivable at s ; the result is that these images describe a partition of
the perceived space.

States of the World

There is more; to continue let us distinguish between a state of the world
Žand an epistemic state the states of the foregoing paragraphs were meant
.to be epistemic states . A state of the world is described in terms of

elementary events, like the event ‘‘it rains;’’ at Savage puts it, it is a
Ž‘‘description of the world, leaving no relevant aspect undefined’’ Savage

. .1954 , p. 9 . In this paper these elementary events are described by atomic
sentences, p, q and so on, which are the basic components of a formal
language. So a state of the world corresponds to an assignment of truth
value to each atomic sentence; with countably many atomic sentences
Ž .which is our case , fixing once and for all a correspondence between the
set of atoms of the language and the set N of the natural numbers, a state

� 4Nof the world corresponds to an element of the product space 0, 1 . An
epistemic state on the other hand is a complete description of the world
and of the knowledge that the decision maker has, both of the world itself

Žand of his own knowledge one has of course to think that such description
.is available only to an outside theorist . The introduction of epistemic

states makes it possible to study the subject’s capability of logical deduc-
tion, and to analyse the correspondence between a class of models and a
logical system; but one is also interested in the induced information
structure on the space of states of the world; in this regards we may assert
the following. If at epistemic state s the subject is aware of the set Q of
atoms and this corresponds to N : N, the perceived space of states of the

� 4N Ž .world at s will be 0, 1 ; within this there will be a subset, say r s , that
the subject sees as possible at s ; with s fixed, consider epistemic states

yŽ . yŽ . Ž .t ’s with a t s a s hence, with same perceived spaces as s ; as t
varies across a set of states where the subject can observe the occurrence

Žof a gï en set of events formally knows the truth value of the correspond-
. Ž .ing sentences , r t describes a partition of the perceived states of the

Žworld. In the particular s ’s where there is full awareness they correspond
.to S5 states the set Q is the whole set, it corresponds to N, and the

� 4Npartitioned space of the states of the world is the real one 0, 1 .

To Know and to Belië e

As a final comment, we would like to discuss a possible objection to our
concept of awareness, which has been raised by Robert Stalnaker. This

Žobjection may be formulated as follows we hope we are fair to his
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.argument :
‘‘According to the definitions and theorems of this paper one has

Ž .I I am aware of something if and only if I am aware of the
negation of that something; in addition I am aware of something if and
only if I am aware that this something is possible.

These two facts indeed are respectively the symmetry axiom, and a
consequence of the assumptions. But on the other hand:

Ž .II I am aware of the fact that 1 s 1, and I am certainly not aware
that 1 / 1 is possible.

Hence, this concept of unawareness is philosophically uninteresting.’’
This point raises two very interesting issues. To do full justice to the

first, we need to introduce the distinction between knowledge and belief.
Our logic will be based on knowledge: if the subject knows something, then
that something is true. This excludes the possibility that the agent ‘‘knows’’
or, better, ‘‘believes,’’ something which is false. This distinction opens a
question: the one of defining and analysing awareness with belief, rather
than knowledge. In the formal language of the next sections, this would
consist in dropping the axiom T from our system. This is an important
question, that we do not discuss here.

The second issue is what ‘‘possible’’ means in the present context.
Ž . Ž . Ž .In the conclusions see Sec. 5 , we will argue that in I and II above

the term possible is used in two different meanings. This, we believe,
provides an answer to the objection; it does, in addition, indicate different
interesting variations on the concept of awareness. To do that, however,
we will have to first set the notation and definitions necessary for a formal
discussion. We proceed to do so, and refer for the moment the reader to
the conclusions.

The Main Result

Technically, the main result of the paper is a determination theorem for
the logical system UU here introduced. A determination theorem for a
system gives a complete characterization of the class of models that
validate it; in intuitive terms, this gives a complete description of the states
of the world and the information structure over them that can arise when
the subject has the reasoning ability assumed by the system. Once more we

Ž .recall what happens with S5 full awareness case : S5 is determined by a
class of so-called standard models, namely the ‘‘partitional’’ ones. Our
result is that UU is determined by a class of ‘‘generalized standard models’’
Ž .introduced in Sec. 3 , again the partitional ones.
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The Literature

In the literature of Artificial Intelligence, a model of unawareness is
Ž .presented in Fagin and Halpern 1988 ; they define an awareness operator

independent of knowledge, and have it satisfy some desirable properties by
Ždefinition; we do not introduce a second modal operator we define

.awareness in terms of knowledge , and prove desirable properties under
assumptions. The issue of partial awareness has also been considered in
the literature of economic theory. Something completely different from
our approach is the illuminating analysis of a related issue in Lipman
Ž . Ž .1992 and 1993 . Even more critical of the standard approach to the
description of the state space is the line of research in Gilboa and

Ž . Ž . Ž .Schmeidler 1992 , 1993a and 1993b . Perhaps closer, at least from the
formal point of view, is the sequence of papers studying nonpartitional

Ž .structures of information, started with Brown and Geanakoplos 1988 ; see
Ž . Ž . Ž .also Geanakoplos 1989 , 1992 or Samet 1990 . In fact, weakening of the

system S5 is usually associated, or even identified, with the introduction of
structures of this type. The problem which is typically analysed in this
literature is the if and how nonpartitional structures may affect results like

Ž .agreeing to disagree, in the classical sense of Aumann 1976 , or no trade
Ž .theorems, as in Milgrom and Stokey 1982 ; see Rubinstein and Wolinsky

Ž .1990 for an unifying view. In this paper we take a different route, for the
system we introduce is in fact strong enough to produce, on the set of
states of the world of which the subject is aware, a partitional structure.

Organization of the Paper

The sequel of the paper is as follows. In Sec. 2 we set up notation, define
the system UU, and prove basic properties of the awareness operator.
Section 3 introduces the concept of Generalized Standard Models, which
contain the determining class of UU, and discusses their basic properties.

Ž .The determination theorem is stated in Sec. 4. In the Conclusions Sec. 5
we outline some directions of future research in the topic. The main
theorem is proved in the appendix.

2. THE LOGICAL SYSTEM OF UNAWARENESS

We first report a few basic notions of modal logic, which are essential
Ž .for the understanding of what follows; we refer to Chellas 1980 for a

detailed exposition.
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Basic Concepts

A language is fixed throughout the paper, and is denoted by L. It
consists of a set of atomic sentences, of five propositional operators, and
two modal operators.

The countable set of atomic sentences p, q, . . . , is denoted by L; they are
interpreted as the elementary ‘‘facts.’’

The operators are i , H , !, k , n , ª , l . The first two are inter-
preted as ‘‘true’’ and ‘‘false;’’ the third is a one-place operator, that
transforms a single sentence p into ! p, and is interpreted as ‘‘negation;’’
the last four are two-place operators, interpreted as, respectively, ‘‘or,’’
‘‘and,’’ ‘‘implies,’’ and ‘‘implies and is implied by.’’

Finally we have two modal operators. The first is k; the sentence kw is to
be read ‘‘the subject knows w.’’ The second modal operator is e; it is
roughly to be interpreted as a subjective possibility operator, so that ef
should be read as ‘‘the subject considers f possible;’’ but a more precise
discussion of the interpretation of e in this paper is given later, when we
present our system.

Sentences in which at least one of the two modal operators appear are
called modal sentences; the others are called nonmodal sentences. For
details in the use of connectives, parentheses, and the rest of basic
propositional calculus, the reader is referred to any textbook on proposi-

Ž .tional logic, e.g. Van Dalen 1983 , Chap. 1. Propositional Logic is denoted
Ž .by PL. For any subset Q of L, L Q is the language built on the atomic

Ž .sentences in Q. For further discussion, see Chellas 1980 , Sec. 2.1.

Awareness

We define awareness of a sentence w in terms of knowledge as certainty
Ž .or conscious uncertainty, by setting

aw ' kw k ! kw n k! kw , w g L ,Ž .
where aw reads ‘‘aware of w.’’ As we mentioned, this definition is adopted
to emphasize the two distinct ways in which a subject can be aware of a

Ž .sentence; but kw k ! kw n k! kw is PL equivalent to kw k k! kw,
which therefore is an equivalent definition of aw. This last is in fact the
definition that will be used most frequently in the rest of the paper.

We recall that a system of modal logic is a set of sentences in the
language, closed with respect to inference according to Propositional
Logic. The sentences of a system are also called its theorems.

The System S5

One system in particular has a distinguished importance in modelling
knowledge, the system S5. Since it is a model of full awareness, and can be
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used for comparison with the system we introduce, we recall briefly his
definition.

We recall that an axiom is a sentence that is assumed in the system;
examples of axioms are the sentences M, C, and T in the system S5
defined immediately below. An inference rule has the form:

A , A , . . . , A1 2 n
,

A
where the sentences A , . . . , A are hypotheses of the rule and A is the1 n

Ž .conclusion. A well known example is MP modus ponens :
w , w ª c

MP . ;
c

a second example is the rule RM, defined in the next section: the reader
will find there a simple illustration and a discussion of the application of
an inference rule.

S5 is generated by the following axioms and inference rules:
PL. the set of all tautologies

Dfe. ew l ! k!w

M . k w n c ª kw n kcŽ .
C. kw n kc ª k w n cŽ .
T . kw ª w

4. kw ª kkw

5. aw

w , w ª c
MP.

c

w l c
RE .

kw l kc

As we shall see, the system UU is essentially obtained from S5 by
weakening RE; by replacing 5 with two weaker axioms, A and AM below;
and finally by reformulating Dfe.

The presentation of UU is divided into subsections. We begin with the
two most specific features of the system: the inference rules and the
symmetry axiom A.

Definition of UU

The inference rules of the system UU are defined by imposing an
additional restriction on inference rules as traditionally defined. This
restriction is motivated by our intuitive notion of awareness. Consider for
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Ž .example the inference rule RM which stands for Rule of Monotonicity

w ª c
RM.

kw ª kc

If a system has this rule, and w ª c is one of its theorems, then also
kw ª kc is a theorem of the system. But consider now what this implies
from the point of view of awareness of a sentence. Assume that kw ; then if

Ž .w ª c is a theorem, kc follows. If for instance w ª c is p ª p k q ,
Ž .then from kp we can infer k p k q . Since it is reasonable to think that if

Ža subject knows that p k q then he must be aware of p and q we will
.have it as a formal result , awareness of q is here generated by mere

knowledge of p and logical implication. And this is stronger than one
would want, for clearly unawareness of q is in principle perfectly compati-
ble with the subject knowing p and being able to use the inference rule
MP. The reformulation of inference rules that we adopt eliminates this
kind of ‘‘unwarranted’’ generation of awareness.

First we introduce the inference rule that we want to modify:

w n w n ??? n w ª w1 2 n
RK . , n G 1.

kw n kw n ??? n kw ª kw1 2 n

We want to distinguish sentences on the basis of the atoms that appear
in them; so we say that two sentences w, c ha¨e the same atomic sentences

Ž .if and only if there is a subset Q of L such that both w and c are in L Q ,
Ž . Ž .and w f L Q9 , c f L Q9 for any proper subset Q9 of Q. Then we can

formally introduce the following definition.

2.1. DEFINITION.

w n w n ??? n w ª w1 2 n
RK . , n G 1sa kw n kw n ??? n kw ª kw1 2 n

Žwhere w , w , . . . , w , w have the same atomic sentences; that is, for1 2 n
.n G 1 RK is RK where the involved propositions all have the samesa

atomic sentences.

The inference rules RM and RE are defined analogously: they aresa sa
the inference rules corresponding to RM and RE, with the additional
condition that all the sentences involved have the same atomic sentences,
similarly to what the above definition requires for RK . There is, obvi-sa
ously, no correspondent for the rule RN, which we recall together with
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axioms K and N:
w

RN.
kw

K . k w ª c ª kw ª kcŽ . Ž .
N. k i .

Some relations among inference rules are given in the following proposi-
tion. We recall that a system is said to be closed under an inference rule if
and only if it contains all the conclusions of the rule when it contains its
hypotheses.

2.2. PROPOSITION.

Ž .i A system of modal logic closed under RM and containing K issa
closed under RK ;sa

Ž .ii A system closed under RE and M is closed under RM ;sa sa

Ž .iii A system closed under RM is closed under RE .sa sa

Ž .Proof. i We proceed by induction on n. RM is n s 1. Supposesa
that the assertion true for n y 1, and assume w , . . . , w , w have the same1 n
atoms and & w n w n ??? n w ª w. Then by PL & w n ??? n wSS 1 2 n SS 1 ny1

Ž . Žª w ª w , and by inductive hypothesis & kw n ??? n kw ª k wn SS 1 ny1 n
. Ž . Ž .ª w . By K, & k w ª w ª kw ª kw , so by PL we have theSS n n

desired conclusion.
Ž .ii the proof of the first assertion is as in Chellas p. 236}notice

that w and w n c have the same atoms if w and c do.
Ž .iii follows as in Chellas p. 115. B

Remark. A system which is closed under RK does not necessarilysa
Ž .contain K nor M or C it does if it has RK .

The second specific feature of the system UU is a pair of axioms which
are weakenings of the axiom 5 of the system S5. The first is the symmetry

Ž .axiom A, which was first introduced in Modica and Rustichini 1994 :
A. aw l a!w .

In intuitive terms, A says that if an agent is aware of a sentence, he must
also be aware of its negation. The meaning of the axiom will probably be
clearer if we keep in mind that the intuitive notion of awareness that is
adopted in this paper is that of ‘‘being present to mind.’’ When for

Ž .instance w represents a physical fact ‘‘it rains’’ , being aware of w means
conceiving the possibility that w might occur, so it seems natural to
require that it imply conceiving the possibility that w might not occur. A
comparison with axiom 5, which as we have seen may be written as aw,
shows clearly why A is a weaker axiom.
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The second axiom is introduced here for the first time:

AM. a w n c ª aw n ac .Ž .

The intuitive content of the axiom AM should be clear: if an agent is
aware of the conjunction of two sentences, then he is aware of each of the
two sentences separately; in other words, the axiom AM is simply the
correspondent of the axiom M for the operator a.

The last element we need is the modified definition of DFe:

Df 9e. ew l aw n ! k!w .

It is useful to contrast Df 9e with the standard definition Dfe. Df 9e
requires explicitly awareness of the sentence w, and seems more appropri-
ate to define possibility in the present context. In fact, an agent might not

Ž .know not w and be unaware of w and !w , in which case it would be
awkward to say that he considers w possible.

The formal definition of the system UU is the following:

2.3. DEFINITION. The system UU is generated by the following axioms
Ž .and inference rules: RPL i.e., PL and MP , Df 9e, M, C, T , 4, A, AM, N,

and RE .sa

Ž .Note that by Proposition 2.2 ii one could equivalently use RM insteadsa
of RE in the above definition.sa

Awareness, Basic Properties

We begin by showing that the axioms and inference rules of the system
we have defined imply some basic properties of awareness. The following
notation will be used:

Ž .Notation. SS . . . denotes any system containing the axioms and infer-
ence rules in parenthesis, in addition to RPL and Df 9e. Given a system
SS , we shall sometimes write e.g., w ª c l j to mean that bothSS SS

& w ª c and & c l j hold. We use & w and w g SS interchange-SS SS SS

ably: they both mean that w is a theorem of SS .

2.4. LEMMA.

Ž .i aw l kw k k! kw g SS

Ž . Ž .ii kw ª k! k!w g SS T , RMsa

Ž . Ž .iii SS T , Re has the rule: for all w, c ha¨ing the same atomicsa
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sentences,
w l c

aw l ac

Ž . Ž .iv k! kw l k! kkw g SS T , 4, RE .sa

Proof is similar to that of Lemmas 2.2 and 2.3 in Modica and Rustichini
Ž . Ž .1994 . In i above SS is any system containing RPL and Df9e.

As we have seen, axiom A requires symmetry of awareness. It is
interesting to note that in a large class of systems this axiom has an
equivalent formulation, which makes the comparison with the axiom 5
more transparent:

A9. ! kw n k! k!w ª k! kw .

Ž .2.5. PROPOSITION. A system SS T , RM contains A iff it contains A9.sa

Again, the proof follows the lines of proposition in Modica and Rusti-
Ž .chini 1994 ; in fact only the sa-version of RM is used there.

Ž .The next readily proved proposition says that being aware of w is
equivalent to knowing w ’s truth value or being consciously uncertain about
it. This, we contend, reflects the idea of being present to mind.

Ž .2.6. PROPOSITION. A system SS T , A, RM containssa

aw l kw k k!w k k! kw n k! k!w .Ž .

The following proposition too is conceptually important; it establishes
conditions under which if an agent does not know a sentence, and he does
not know that he does not know this, then it cannot happen that at some
iteration he knows his own ignorance. To state it recall that for a given
system SS a set of sentences is said to be SS-consistent if the false H
cannot be deduced from that set, using axioms and inference rules in SS .
Also we need the concept of maximally consistent set of sentences of a
system SS , abbreviated SS-maximal, that is a set of sentences that is

ŽSS-consistent and does not have proper SS-consistent extensions see, e.g.,
Ž . .Chellas 1980 , Chap. 2 . Intuitively, the SS-maximals are the possible

worlds consistent with SS ; for instance, if SS contains the axiom kw ª w,
then there will be no SS-maximal containing kw and !w.

2.7. PROPOSITION. Let G : L be a maximally consistent set of
Ž . Ž .nSS T , 4, A, RM , and let w g L. If ! kw n ! k! kw g G, then ! k wsa

g G for all n G 1.

Ž .This too is proved the same way as in Modica and Rustichini 1994 . We
finally come to the basic properties of the awareness operator.
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2.8. PROPOSITION.

Ž . Ž .i aw l akw g SS T , 4, REsa

Ž . Ž .ii kw l akw g SS 4
Ž . Ž .iii aw l aew g SS T , 4, A, REsa

Ž . Ž .iv aw l kaw g SS T , 4, RMsa

Ž . Ž .v aw l aaw g SS T , 4, RMsa

Ž . Ž .vi ! aw l ! a! aw g SS T , 4, A, RM .sa

The proof follows the lines of Proposition 2.4 in Modica and Rustichini
Ž .1994 . Another property of a describes implications of the joint awareness
of two sentences:

Ž . Ž . Ž .2.9. PROPOSITION. i aw n ac ª a w n c g SS T , M, C, REsa

Ž . Ž . Ž .ii aw n ac ª a w k c g SS T , M, C, A, REsa

Ž . Ž .Proof. i By Lemma 2.4 i and PL,

SS 2 aw n ac l kw n kcŽ .
k kw n k! kc k kc n k! kw k k! kw n k! kc .Ž . Ž . Ž .

w x Ž . Ž . Ž .By C in turn, ? ª k w n ! kc k k c n ! kw k k ! kw n ! kc .
Now using RM , we havesa

w n ! kc ª ! kw k ! kc

k w n ! kc ª k ! kw k ! kcŽ . Ž .
and analogously with c n ! kw ª ! kw k ! kc and ! kw n ! kc ª

w x Ž . Ž! kw k ! kc . Therefore & ? ª k ! kw k ! kc . But by M, & k wSS SS

. Ž .n c ª kw n kc , so by PL & ! kw k ! kc ª ! k w n c ; so bySS

Ž . Ž .RM & k ! kw k ! kc ª k! k w n c . By looking at this last im-sa SS

w x w x Žplication and the one where ? last appears, we see that & ? ª k! k wSS

.n c . Now by C the result is direct.
Ž . Ž .ii Proof unchanged from Modica and Rustichini 1994 , via Lemma

Ž .2.4 iii . B
In the appendix we provide different characterizations of the axiom

AM.

Two Systems for Unawareness

We will see in Proposition 6.4 that the system UU has the property that
yŽ . Ž .for any maximally consistent s , one has a s s L Q for some Q : L.

Ž .In fact it follows from Proposition 5.1 of Modica and Rustichini 1994 that
also the system AA defined there has the same property; in that case, it is

Žalways the case that Q s B or Q s L this follows from the above quoted
.proposition , a particularly unpleasant implication. Here we show that this

is not the case for UU.
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Ž .Notation. For any Q, B : Q : L, we agree that ig L Q . In particu-
Ž .lar ig L B .

The following proposition will follow from soundness results presented
later, but is reported here to emphasize a major difference between the
two systems. A direct proof also exists, but is omitted to avoid duplications.

� < Ž .42.10. PROPOSITION. For any Q : L, the set G \ aw w g L Q j
� < Ž .4! ac c f L Q is UU-consistent.

3. GENERALIZED STANDARD MODELS

In this section we define a basic concept of our theory: the Generalized
ŽStandard Models GSM for short, called, thus, because they generalize the

Ž . .concept of Standard Models}Chellas 1980 Chap. 3 . The main result of
this paper, proved in the next section, is that the system UU is determined
by a class of such models, the ‘‘partitional’’ GSM’s.

The Standard Model for S5

A good way to introduce the Generalized Standard Model is to start
from the Standard Model for the system S5 that we have defined earlier.
We take a fixed enumeration of the sentences in L, so we may write

� 4L ' p , p , . . . .1 2
A model in this case is a structure:

² :MM s S , P , ` .
The three elements S, P, ` of this structure have the following interpre-

tation. S is a set, the set of states. ` is map from the integers to subsets of
Ž .S; for a given atomic sentence p , the set ` n is the set of states where pn n

is true. Finally, P is a map from S into subsets of S, that is a correspon-
dence, called possibility correspondence.

Ž Ž . .P is assumed to be reflexï e that is, s g P s for all s g S , symmetric
Ž Ž . Ž . . Žthat is, if s g P t then if t g P s , for all s , t g S , and transitï e that

Ž . Ž . Ž . .is, if s g P r and t g P s then t g P r , for all r, s , t g S.
This model defines truth conditions on the sentences: they provide the

bridge between the model and the logical system. The truth conditions are
easy to understand in the case of nonmodal sentences. For instance, for
the atomic sentence p ,n

MM , s * p if and only if s g ` nŽ .n

Ž .since in fact ` n is defined to be the set of states where p is true. Forn
any two sentences f and c :

MM , s * f n c if and only if MM , s * f and MM , s * c .
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The truth conditions for the other nonmodal sentences are similar. For
modal sentences we say:

MM , s * kw if and only if MM , t * w , for all t g P s ,Ž .
MM , s * ew if and only if there is a t g P s , MM , t * w .Ž .

The first truth condition says that one knows f at a state s if and only
if f holds in all the states that he considers possible at s ; the second, that
he considers f possible at s if f is true in at least one of the states that
he considers possible at s . We illustrate these notions in a simple
example.

A Simple Example of Standard Model

The language of the system we consider has only two sentences, p s p1
and p s q. We consider a subject who does not know whether p or q is2
true; as a consequence, the possibility correspondence is rather dull:

P s s SŽ .i

for every i. Note that since the system is S5, the subject is aware of the
two atomic sentences. In fact more is true: he knows he does not know
them. And in fact the model validates this. Take for instance k! kp. If we
unravel the definitions, we have that MM, s * k! kp if and only if it is not
true that MM, t * p for all the t g S, which is certainly the case.

The definition of GSM will have a similar structure, with one important
difference: to introduce the possibility of unawareness, we will have to
introduce the distinction between states that are conceivable by someone
who is aware of all the possible events, and someone who is not.

Definition of GSM

To illustrate the construction we begin by noting that a state of the
Žworld is described as the intersection of events so for instance the state in

.which it rains and there is no war is the intersection of the two events ;
and therefore described as a conjunction of sentences. Then in general the

Ž .set of states of the world that an agent can subjectively conceive depends
on the sentences of which he is aware. To each possible set of sentences
corresponds a possible set of states of the world. There are however many
different possible such sets; hence, the entire set of states of the world is
given by the disjoint union of sets. Each of these sets corresponds to the
set of the atomic sentences of which the subject is aware. This family of
subsets is the first component of our state space. Together with it we
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define a projection from the ‘‘objective’’ state to the ‘‘subjective’’ state,
where the ‘‘subjective’’ state space corresponds to the set of sentences of
which the agent is aware. At each state the sentences of which the subject
is not aware are irrelevant to the description of what he knows, and are
therefore excluded by this projection; correspondingly at each subjective
state the states considered possible are a subset of those which are
conceivable.

Before we proceed with the formal definition, we fix once and for all an
enumeration of the atomic sentences, that is a map QQ from the set of

Ž . Ž . � 4natural numbers N into L. We let p s QQ n , and QQ N s p : n g Nn n
for N : N.

We can now introduce more precisely the different elements of a GSM.
An illustration of each of them is given in the simple example 1 in the next
section. The reader may find it useful to refer to that example as he reads
through the definition.

First, the state space S is:

<S s D S N : N 1� 4 Ž .N

where the union is disjoint. Each set S is the set of states where theN
Ž Ž ..subject is aware of the propositions in L QQ N . These may be thought of

as ‘‘objective states,’’ states from the point of view of someone who is
aware of all the atomic sentences in the language.

To each S corresponds its subjective version, a set S
X . These are theN N

states conceivable by an agent who is aware of the atomic sentences in
Ž .Q N . We let

X <S9 ' D S N : N ,� 4N

where the union is disjoint. This is the second element.
The third element is a projection:

p : S ª S9 2Ž .
X Ž .which is onto, so that letting S s p S ,N N

<S9 s D p S N : N ,� 4Ž .N

Ž . Ž .and p is such that given s , t g S , if p s s p t then for all n g NN
Ž . Ž .either both s , t g ` n or both s , t f ` n .

The reason for this restriction on p is that without it, the definition of
` in the truth condition that we give later would leave open theN

Ž . Ž . Ž . Žpossibility that p s g ` n although s f ` n which occurs if thereN
Ž . Ž . Ž ..exists t g S such that t g ` n , p t s p s .N
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Ž . S9The fourth element is a function possibility correspondence P: S ª 2
Ž . X Ž .such that for all N : N and s g S , P s : S ' p S . The twoN N N

Ž . Ž .functions P and p are such that for all s , t g S , if p s s p t , whenN
Ž . Ž .P s s P t . This restriction says that possible states at s only depend

Ž .on what the subject sees, i.e., p s ; it makes the definition of P in theN
truth condition below unambiguous.

The truth conditions are defined as follows. Those for nonmodal sen-
tences as usual. For kw and ew we define the standard models MM sN
² X : Ž . X Ž .S , P , ` , for every N : N, where for s 9 s p s g S , P s 9 sN N N N N
Ž . Ž . Ž Ž ..P s and ` n s p S l ` n , n g N. Notice that the domain of p isN N N

Ž Ž ..N, so MM is a model or L QQ N . Then define, for s g S :N N

MM , s * kw if and only if MM , t 9 * w , for all t 9 g P s ,Ž .N

MM , s * ew if and only if there is a t 9 g P s , MM , t 9 * w .Ž . N

Ž .Finally ` the fifth element is the usual evaluation of atomic sentences,
Ž .namely a correspondence from N into S; ` n in the set of states, that is

elements of S, in which the atomic sentence p is true.n
Now that we have all the components, we may state the formal defini-

tion:

Ž .3.1. DEFINITION Generalized Standard Models . A GSM is a model

² :MM s S , S9, p , P , ` .

As the reader will have noticed, the spirit of the truth conditions for kw
and ew in GSM’s is the same as in standard models. A GSM reduces to a

Žstandard model when: S s B for all N ; N where ; denotes strictN
.inclusion , S9 s S, and p s identity.

Two Examples of GSM ’s

1. The first example is based on the one we presented in the
previous section to illustrate standard models. There are the two atomic
sentences, p s p and p s q; we consider a subject who is aware of the1 2
atom p and not of q.

� 4 Ž . � 4 Ž . � 4The set S is s , s , s , s ; ` 1 s s , s , ` 2 s s , s . We indi-�14 1 2 3 4 1 2 1 3
cate under each s the sentences which are true at s :j j

s s s s1 2 3 4
p q p ! q ! p q ! p ! q.

Ž . X � 4 Ž . Ž .Next we define the projection: p S s S s a , b ; p s s p s s�14 �14 1 2
Ž . Ž .a , p s s p s s b. That is, s and s are not distinguished by the3 4 1 2

subject, and are perceived as a , and s and s are perceived as b. The3 4
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atomic sentence p is true at s and s , but from the point of view of the1 2
Ž . Ž Ž .. � 4agent is true just at a : ` 1 s p S l ` 1 s a . The world conceiv-�14 �14

able by the subject in any s g S is now

a b
,p ! p

where the sentence q, of which the subject is not aware, does not appear.
What specifies the subject’s information about the world he perceives is

Ž . Xthe correspondence P. Let us suppose for example that P s s S ,i �14
i s 1, 2, 3, 4, so the subject never knows whether p, the only atom of which
he is aware, is true or false. Then for s , i s 1, . . . , 4i

MM , s * ! kp n k! kp n ! aq.i

This follows from the definitions. For example, it is not the case that
Ž . � 4MM, s * kq. In fact, since P s s a , b and it is not the case thati i

� 4MM , g * q ;g g a , b , then MM, s * ! kq. It is also not the case that�14 i
MM , g * ! q, so analogously MM, s * ! k! q; etc. In the same way one�14 i

Ž� 4.checks that for any w f L p , MM, s * ! aw. Note that the subject isi
aware of p and is not aware of q: this possibility was excluded in the

Ž .system of unawareness AA studied in Modica and Rustichini 1994 .
Obviously for a subject who is not aware of q we have two states g and

Ž . Ž . Ž . Ž .d , say, with projection p 9 s s p 9 s s g and p 9 s s p 9 s s d .1 3 2 4
One way of looking at this is that the first agent is ‘‘confusing’’ the two

Ž .states s and s into the state a and s and s into b ; while the1 2 3 4
second is ‘‘confusing’’ the states s and s into g , and s and s into d .1 3 2 4

2. In this example we use a GSM to model the story reported in
Ž . Ž .Geanakoplos 1989 , and discussed in Modica and Rustichini 1994 . The

Ž .story is this: there are two states, s and t ; at s fact p ‘‘the dog barks’’ is
Ž .true and the subject Sherlock Holmes’ assistant hears it so that he knows

it is true; at t , p is false and the subject not only does not hear it, but he
does not even think of the possibility that the dog might be there: fact p is
not present to his mind}from our point of view, he is not aware of p.
Geanakoplos uses in his analysis a standard model which we contended to
be inappropriate for the situation, for the story calls for two different
perceived spaces at s and t ; and this is possible in a GSM but not in a
standard model.

To describe the GSM for this example a premise is necessary. We know
Ž .how to define a standard model on L Q for arbitrary nonempty Q. We

now have to define it for Q s B, recalling the convention of Sec. 2 that
Ž . Ž .ig L B . We define a standard model on L B as

² :� 4 � 4MM s s , P with P s s s .Ž .
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There is no `, since there are no atomic sentences. Then for example
Ž Ž .MM, s *i this follows from the definition of model}Chellas 1980 p.

.35 , MM, s * k i , etc.
The GSM that captures the present story is then

MM s S j S , S9, p , P , `² :�14 B

with

� 4 � 4 X � 4 X � 4S s s , S s t ; S s a , S s b ;�14 B �14 B

� 4 � 4p s s a , p t s b ; P s s a ; P t s b ;Ž . Ž . Ž . Ž .
� 4` 1 s s so MM , t * ! p , ` n arbitrary for n / 1, n g N;Ž . Ž . Ž .

� 4 � 4 � 4MM s a , P , ` on L s p with P a s a² : Ž .�14 � p4 � p4 � p4

� 4and ` p s a ;Ž .� p4

² :� 4 � 4MM s b , P on L s B with P b s bŽ .B B B

according to the definition above .Ž .

Ž� 4.Then MM, s * kp n ! ac for all c f L p , and MM, t * ! ac for all
Ž .c f L B .

The model at t looks so strange because we are assuming that there is
Žonly one thing that this subject may have in mind namely, ‘‘the dog is

.barking’’ , so if he does not have it in mind, as in t , he ‘‘merely exists,’’ in
that his knowing i may be interpreted perhaps as self-awareness, a
cogito ergo sum, but his mind is otherwise empty. Of course this is an
extreme case.

GSM ’s, Basic Properties

In the following MM will denote a GSM, and N a subset of N.

Ž Ž ..3.2. PROPOSITION. Let s g S . If MM, s * aw, then w g L Q N .N

Ž Ž ..Proof. This follows by applying definitions: if w f L Q N , for any
a g S

X , it is neither the case that MM , a * w nor that MM , a * !w, soN N N
Ž Ž ..in particular MM, s * ! kw. Also observe that if w f L Q N , then ! kw

Ž Ž ..f L Q N . B
Ž Ž ..3.3. PROPOSITION. Let s g S and w g L Q N . ThenN

MM , s * w iff MM , p s * w .Ž .N
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Proof. The proof is by induction on the complexity of w. Suppose
Ž . Ž .w s p g Q N . If MM, s * p, then MM , p s * p by definition of ` . TheN N

Ž .converse follows from the property of p in the last part of ii of Definition
3.1. The cases of !w and w n c with inductive hypothesis on w, c follow

Ž .by applying the definitions of MM, s * !w, MM, s * w n c and MM , p sN
Ž .* !w, MM , p s * w n c . For kw the result follows directly by defini-N

tion. B

The following corollary is noteworthy; it says that if the subject is aware
of everything then he sees things as they really are, i.e., effectively

X Ž .S s p S is the same thing as S .N N N

3.4. COROLLARY. Assume there are no duplicates in MM, in the sense that
any pair of disjoint s , t g S disagree on some w g L, i.e., for any such s , t
there exists w g L such that MM, s * w, MM, t * !w. Then the restriction of
p to S is one to one onto S

X , and corresponding states agree on allN N

sentences of L.

Ž .Proof. p is onto by part i of Definition 3.1, and the rest is immediate
consequence of the proposition 3.3. B

4. SYSTEM UU AND PARTITIONAL GSM’S

In this section the main result of the paper is stated. Recall that a
system of modal logic is determined by a class of models if it is sound and
complete with respect to this class, i.e., every theorem of the system is valid
in the class, and conversely every sentence valid in the class is a theorem
of the system. The result is that UU is determined by the class of partitional

Ž .GSM’s Definition 4.1 below .
We call partitional a correspondence from S to subsets of S that is

reflexive, transitive and symmetric.

4.1. DEFINITION. A GSM is reflexive, resp. transitive, partitional if for
all N : N, P is reflexive, resp. transitive, partitional.N

It may be useful to express these properties of P in terms of P andN
compare them with their counterparts in standard models. Take for
example reflexivity. In a standard model with possibility correspondence P

Ž .reflexivity means that s g P s , i.e., among the possible states there is the
true one; we shall see in a moment that in a GSM with possibility

Ž . Ž .correspondence P, reflexivity means that p s g P s : among the possi-
ble states there is the true one as the subject sees it. To put it loosely, in the
case of standard models the subject is nondeluded in the sense that if he is
informed that the state is s he can say ‘‘Indeed I thought s was
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possible’’; in the case of generalized standard models he is nondeluded as
far as his awareness lets him be. So when he is told ‘‘s ’’ he really

Ž . Žunderstands ‘‘p s ’’ because this is all he can conceive, on the basis of
. Ž .what he is aware of so he can say ‘‘Indeed I thought p s was possible.’’

4.2. PROPOSITION. Let MM be a GSM.

Ž . Ž . Ž .i MM is reflexï e if and only if for all s g S, p s g P s ;
Ž . Ž . Žii MM is transitï e if and only if : if b g P s and for some hence, all

Ž . . Ž . Ž .by part ï of Definition 3.1 t g S such that p t s b one has g g P t ,
Ž .then g g P s ;

Ž . Ž . Ž . Ž . Ž .iii MM is symmetric iff p t g P s implies p s g P t .

Ž . Ž .Proof. i checks directly by inspecting part v of Definition 3.1,
Ž Ž .. Ž .which says that P p s s P s .N

Ž .ii is really just reading definitions: P is transitive iff for allN
X Ž . Ž . Ž . Ž .a , b , g g S s p S , b g P a and g g P b imply g g P a . ButN N N N N
Ž . Ž .say a s p s , b s p t , where s and t can be chosen arbitrarily as long

Ž .as their projections remain a and b. Then again by part v of Definition
Ž . Ž . Ž . Ž .3.1, b g P a means b g P s ; g g P b means g g P t ; and g gN N

Ž . Ž .P a is g g P s . The result is now obvious.N

Ž . Ž . Ž .iii Symmetry of P is that ;a , b g p S , b g P a implies a gN N N
Ž . Ž . Ž .P b ; but with a s p s and b s p t , the result is again direct. BN

4.3. THEOREM. UU is determined by the class of partitional GSM ’s.

Proof is in the appendix. Two observations about the class of partitional
GSM’s:

Ž .4.4. PROPOSITION. i the class of partitional GSM ’s does not ¨alidate
axiom 5;

Ž .ii for any MM in this class, let s g S . Then MM, s * aw iff w gN
Ž Ž ..L Q N .

Ž .Proof. To prove i it suffices to take an MM in the class with S such
Ž .that for some N ; N, S / B. For ii , ‘‘only if’’ is contained in Proposi-N

tion 3.2, ‘‘if’’ follows from the fact that for any N : N, P is partitional,N
Žand from the result on the standard model MM Chellas theorem 3.5 andN

.exercise 3.31 . B

5. CONCLUSIONS

We begin with the objection to our concept of awareness that we
reported in the introduction.
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Ž .In I , ‘‘f is possible’’ is understood as a subjective statement, as ‘‘I do
not know the negation of that something holds.’’ In formal terms, it

Žtranslates into ef, that is ! k!f, our definition of e is slightly
.different, but this is immaterial for the present discussion . If we use this

Ž .in II , and take 1 / 1 as H , the false, then the sentence ‘‘I am aware that
the false is possible,’’ ae H , reduces to k! k! k i ; which is really not
strange, if one does not find strange that k i is a theorem.

It is true however that I may accept as obvious that ‘‘I am not aware that
1 / 1 is possible’’ if I read f is possible as ‘‘f is not always false.’’

Ž . Ž .Formally, this translates into ! f lH , but this is not what I says.
One may however express the desire for a concept of awareness that is

free of the ambiguity. We observe that this can be done with an easy
modification of our theory. First, we define ‘‘being Aware of something’’ as
‘‘being aware of something which is not identically false,’’ that is we set

Af ' af n ! f lH .Ž .

It is easy to see that Af l Aef. The symmetry axiom is no longer
natural for the operator A, as we have seen in the introduction, but it has
a natural reformulation, namely:

Af l A!f l ! f lH n ! f li ,Ž . Ž . Ž .Ž .

that is, the symmetry axiom holds for all the sentences that are not
equivalent to the true or to the false.

Then all the theorems that we have presented give, with the appropriate
modifications, a complete characterization of A.

We now consider some of the issues whose investigation is the natural
development of the present line of research.

The first is the model of learning and updating from the point of view of
the present theory. We have defined ignorance as a more general concept
than uncertainty, because it includes the possibility of unawareness. Corre-
spondingly, learning as resolution of the uncertainty, as refinement of the
information on a given set of states should have the additional dimension
of becoming aware: the ignorance of the decision maker may decrease
either because he reduces, thanks to additional information, the set of
states that he considers possible, or because he extends this set, thanks to
increased awareness. The Generalized Standard Models introduced in this
paper are a natural starting point for a dynamic model that combines
learning and becoming aware.

Second, it is an open issue how to model awareness of unawareness. In
fact, the subject’s state of knowledge with respect to his own subjective
model is not covered in the present theory. For instance, we cannot
formally express, and therefore even less prove consistency in well defined



UNAWARENESS AND PARTITIONS 287

system, the idea that the subject is aware of the possibility that he might be
ignoring some fact. In other words, the subject’s view of his own model is
not formalized. This specific issue, and its relationship with a decision
theoretic model of ‘‘awareness of not being aware’’ seems an important
open question.

Other ideas concern unawareness in multi-agent settings. For a pictorial
example, in the language of unawareness one can naturally express the
idea of ‘‘taking by surprise:’’ firm A takes B by surprise when it exploits

Žknowledge of a w knowing that B is unaware of it hence, of the fact that
.A may know it . More substantially, consider the rationale of the prototype

no-trade theorem: trader A rejects B’s proposal because the latter reveals
information by offering; with unawareness, A might not value the informa-
tion revealed by B by thinking ‘‘B thinks he is going to make a good deal
just because, wrongly, he only sees the good side of it,’’ and consequently
might accept the proposal. In games, one might contend that an important

Ž .issue is that of unexpected moves or even players . . . , and start thinking
about interactive rationality in such a context.

6. APPENDIX

The Axioms A, AM, and DE

Ž .In Modica and Rustichini 1993 we prove that in any system that
Ž .contains M, C, T , RE the axiom AM is equivalent to the following:sa

DE. ! kw n k ! kw k ! kc ª k! kw .Ž .

The intuitive content of DE is less transparent: to help the reader we
may note that this axiom says, ‘‘Suppose you know that ! kw or ! kc ;

Žthen you may ask yourself about which one is true by ‘positive’ introspec-
.tion . If ! kw is true, then you will know it is.’’ The system AA of Modica

Ž .and Rustichini 1994 has DE, by Proposition 5.1 there. We now spell out
some basic properties of awareness in UU and weaker systems.

As we said earlier, in the system UU the axiom 5 of S5 is replaced by the
Ž .two axioms AM and A. Modica and Rustichini 1993 prove that:

Ž .6.1. LEMMA. Any SS M, C, T , RE contains DE iff it contains AM.sa

Both DE and A are, clearly, weaker axioms than 5. In the two cases the
weakening is of similar nature: axiom 5 imposes that a pure lack of
knowledge produces awareness, in the form k! kw ; on the contrary, DE
and A require awareness as a condition in the hypothesis.
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Ž .6.2. LEMMA. SS M, C, T , A, A, RE contains AM if and only if it con-sa
Ž .tains a w k c ª aw n ac .

ŽProof. Only if. In the following chain we use in turn A, RE Lemmasa
Ž .. Ž . Ž Ž ..2.4 iii , A, the hypothesis, and A: a w k c l a !! w k c lSS SS

Ž Ž .. Ž .a ! !w n !c l a !w n !c ª a!w n a!c l aw n ac .SS SS SS

Ž . Ž .If. Using M, C and RM one obtains & k w n c k k! k w n csa SS

Ž . Ž Ž .ª kw k k ! kw k ! kc for: by C, & kw n kc ª k w n c ; so bySS

Ž . Ž .PL, & ! k w n c ª ! kw k ! kc ; so by RM , & k! k w n c ªSS sa SS

Ž ..k ! kw k ! kc . But, using in turn PL, the hypothesis, A, and Proposi-
Ž . Ž . Ž .tion 2.8 i which uses 4 we have the following: k ! kw k ! kc ªSS

Ž . Ž .a ! kw k ! kc ª a! kw l akw l aw. Thus, & a w n c ªSS SS SS SS

Ž . Ž . Ž .aw. Since by RE & a w n c l a c n w , one has & a w n c ªsa SS SS

aw n ac . B

The following proposition provides a characterization of AM:

Ž .6.3. PROPOSITION. SS M, C, T , 4, A, RE contains AM iff it containssa
Ž . Ž .aw n ac l a w n c and aw n ac l a w k c .

Proof. Direct corollary to Lemmas 6.1 and 6.2 and Proposition 2.9. B

Notation. We introduce two notational conventions. The collection of
Ž . Ž .all the maximally consistent sets of a system SS ? cfr. p. 8 will be denoted

Ž Ž ..by S SS ? , or simply S if possible. With s denoting any set of sentences
yŽ . � < 4in L, we let a s s w g L aw g s , the awareness set of s .

A and AM together are characterized by existence of a ‘‘subjective
language’’ at any maximally consistent set, built on the atomic sentences of
which the subject is aware:

Ž .6.4. PROPOSITION. SS M, C, T , 4, RE contains A and AM iff for anysa
yŽ . Ž .s g S, a s is of the form L Q for some Q : L.

Ž .Proof. We prove the statement for any system SS M, C, T , 4, RE thatsa
contains A and DE, in view of our result 6.1. So assume A and DE. We

yŽ . Ž . yŽ . yŽ .show that ;s g S, a s s L Q with Q s a s l L. First, a s :
Ž yŽ . . yŽ .L a s l L . For, let j g a s . We use induction on j . If j g L,

assertion is true. If assertion is true for w of complexity n, then let j be of
complexity n q 1, i.e., j s !w, w n c or kw with w, c of complexity

yŽ . Ž .F n. Suppose j s kw g a s , i.e., akw g s . By Proposition 2.8 i and
yŽ .maximality of s , aw g s , i.e., w g a s . By inductive hypothesis, w g

Ž yŽ . . Ž yŽ . .L a s l L , so also kw s j g L a s l L . The other cases are
yŽ . Ž yŽ . .analogous using A and DE respectively. Hence, a s : L a s l L .

Ž yŽ . . yŽ .To show the converse inclusion, take j g L a s l L ; then j g a s
yŽ . Ž Ž .just because a s is closed under n, !, and k resp. Proposition 2.9 i ,

Ž ..A, and Proposition 2.8 i .
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yŽ . Ž .Conversely, assume that for each s g S it is a s s L Q for some
Q g L. Then clearly ;s g S, aw g s iff a!w g s ; hence, by consistency

Ž .of s and Chellas’ Theorem 2.20 ii , & aw l a!w. Analogously, &SS SS

Ž .a w n c ª aw n aw, which by Lemma 6.1 is equivalent to DE in our
system. B

6.1. PROOF OF THEOREM 4.3

The proof of the theorem consists of two parts, one for soundness and
one for completeness, which will be taken up in turn. Together they will
yield the main theorem.

We recall that a sentence w is said to be valid in MM if MM, s * w for all
s ’s in MM ; this is denoted MM * w. Whenever unspecified, MM will denote a
GSM.

Soundness

To prove soundness we have to check that all axioms of UU are valid in
the class of partitional GSM’s, and that this class is closed under its
inference rules. We refer to Definition 2.3, where UU is defined, and do the
checking one by one. Soundness will follow from the lot. To anticipate, we
shall see that any GSM is closed with respect to rules RPL and RE andsa
validates M, C and N; reflexive GSM’s validate T , transitive GSM’s
validate 4, and partitional GSM’s also validate A, AM and Df 9e; or
equivalently A, DE and Df 9e. It is clear that in any GSM, hence, in any
class, rule RPL preserves validity, since any class of model is closed with
respect to RPL.

Ž .Df 9e . The class of partitional GSM’s ¨alidates Df 9e.

wProof. Let s g S . One has MM, s * ! k!w n aw iff MM, s *N
x Ž . w! k!w and MM, s * aw iff}by Proposition 4.4 ii } MM, s * ! k!w

Ž Ž ..x w Ž Ž ..and w g L QQ N iff}apply definition} w g L QQ N and 'b g
Ž . xP s MM , b * w iff}by definition}MM, s * ew. BN

Ž .M, C and N . Any GSM ¨alidates M, C and N, so any class of GSM’s
does.

Proof. For N, by applying the definition one sees that i is valid in
Ž .any state of any GSM. For M: suppose MM, w * k w n c , and say s g S .N

Ž . Ž .Then by Proposition 3.3, MM , p s * k w n c , hence, by the result forN
Ž . Ž .standard models Chellas exercise 3.5 MM , p s * kw n kc , so byN

Proposition 3.3 again, MM, s * kw n kc . For C it is the same thing. B
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Ž .RE . In any GSM, hence in any class, rule RE preser̈ es ¨alidity.sa sa

Ž . Ž .Proof. Suppose that the atomic sentences of w, At w , satisfy At w s
Ž . Ž . Ž Ž ..At c s QQ N , so that w, c g L QQ N , and that MM * w l c . Then if

s f S , MM, s * ! kw n ! kc , so MM, s * kw l kc . If s g S , observeN N
Ž X .that by Proposition 3.3 and the fact that p on S is onto S one hasN N

Ž Ž ..MM * w l c , so by the result for standard models Chellas exercise 3.7 cN
MM * kw l kc ; hence, again from Proposition 3.3, for all s g S it isN N
MM,s * kw l kc . B

Remark. A GSM does not necessarily validate rule RE. For an exam-
X � Ž .4 Ž .ple, take a model MM with S s S s s , S9 s S s p s , P s s� p4 � p4

Ž . Ž . � 4 Ž .p s , ` p s s . Take w s p, c s p n q k ! q . Then MM * w l c ,
Ž Ž� 4..but MM, s * kw and MM, s * ! kc for c f L p , hence, it is not that

case that MM * kw l kc .
Ž .DE . The class of partitional GSM’s ¨alidates DE.

Ž .Proof. Let s g S , and suppose MM, s * ! kw n k ! kw k ! kc .N
Ž . Ž Ž ..The fact that MM, s * k ! kw k ! kc implies w, c g L QQ N , in par-

Ž Ž ..ticular ! kw g L QQ N , hence, MM, s * ! kw implies by Proposition 3.3
Ž . Ž .MM , p s * ! kw ; but since MM is partitional this implies MM , p s *N N N

k! kw, and by Proposition 3.3 again, MM, s * k! kw, as was to be shown.
B

Ž .T . The class of reflexï e GSM’s ¨alidates axiom T.

Proof. Obvious by Proposition 3.3 and Chellas Theorem 3.5. B

Ž .4 . The class of transitï e GSM’s ¨alidates axiom 4.

Proof. Take any transitive GSM MM, and suppose MM, s * kw, that is,
Ž . Ž .for all b g P s , MM , b * w s g S . To show MM, s * kkw, i.e., ;b gN N

Ž . Ž . Ž .P s , MM , b * kw, i.e., ;b g P s , ;g g P b , MM , g * w. Now withN N N
Ž . Ž . Ž . Ž .t g S such that p t s b so necessarily t g S , P b s P t . SinceN N

Ž . Ž . Ž .MM is transitive, by Proposition 4.2 ii any g g P t is such that g g P s .
From MM, s * kw, for all such g ’s MM , g * w. Conclusion follows. BN

Ž . Ž .A . The class of partitional GSM’s ¨alidates axiom A besides T , 4 .

Ž .Proof. Let s g S and suppose MM, s * aw. Then Proposition 4.4N
Ž . Ž Ž .. Ž . Žeasily w g L Q , and ;c g L QQ N , MM , p s * ac since P is parti-N N
Ž . . Ž .tional on p S , this follows from Chellas theorem 3.5 . So MM , p s *N N

a!w, and by Proposition 3.3 MM, s * a!w. Thus MM, s * aw ª a!w.
The opposite implication is analogous. B

This completes the soundness part.
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Completeness

The method followed for the proof of the completeness part is that of
canonical models, which we briefly recall. A canonical model MM for a
system SS on a language L is so designed that for all w g L,

MM * w iff & w . 1Ž .SS

So a canonical model constitutes by itself a determining class for the
system; and the system is complete with respect to any class containing
such a model. The aim of a completeness proof that uses canonical models
is just to produce one in the desired class.

Ž .To build a model which satisfies the relation 1 one uses a key result on
systems of modal logic, namely:

Gï en a system SS on a language L, and any sentence w g L, w is a theorem of SS

iff it belongs to all the SS-maximally consistent sets, i.e., & w iff w g G for allSS

Ž .G g S SS .

Ž Ž . Ž .. Ž .see for instance Chellas 1980 , Theorem 2.20 2 . To achieve 1 one then
² : Ž .takes as state space S of MM s S, . . . , ` the set S SS of SS-maximally

consistent sets and designs truth conditions such that for all s g S, and
w g L

MM , s * w iff w g s . 2Ž .
Ž . Ž . Ž .2 and the Theorem quoted above give 1 . To get 2 in turn, one first sets
Ž . � Ž . < 4 < < Ž .` n s s g S SS p g s ' p the SS-proof set of p , and this givesSSn n n

Ž .2 for all nonmodal w ’s; so the whole task reduces to define truth
Ž .conditions for kw and ew, but we will ignore this for the moment so as

Ž .to have 2 for this type of sentences too.
Let us see for example how this leads to the construction of standard

Žmodels and canonical standard models for ‘‘normal’’ systems for a defini-
.tion of normal system, see Chellas . The result used in this case is the

following:
Ž . yŽ . � <Let SS be a normal system on L and take s g S SS . Let k s s w g L kw g

4s . Then for any w g L,

kw g s iff w g t for all t g S SS such that ky s : t .Ž . Ž .

Ž Ž . Ž ..see e.g. Chellas 1980 , Theorem 4.30. 1 . This result, on the basis of
Ž .hypothesis 2 for sentences smaller than kw, says: kw g s iff MM, t * w

Ž .for some special t ’s in S SS . Then it is natural to define MM, s * kw iff
Ž .MM, t * w for a set of t ’s ‘‘related’’ to s , i.e. a P s , and complete the

² : Žcanonical model MM s S, . . . , ` where S and ` are always specified as
.above by letting

< yP s s t g S k s : t .� 4Ž . Ž .
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Ž .In fact with these definitions one steps on hypothesis 2 for smaller
Ž .sentences and obtains: MM, s * kw iff}by definition}MM, t * w ;t g P s

Ž . Ž .iff}hypothesis}w g t ; t g P s iff}Chellas’ theorem 4.30 1 and
Ž . Ž . Ž .definition of P s }kw g s . This gives 2 for all w ’s, as wanted. Then 1

gives completeness of any normal system with respect to the class of all
standard models.

² :To sum up: one takes the ‘‘skeleton’’ canonical model MM s S, . . . , `
Ž .which gives 2 for nonmodal sentences; looks for suitable truth conditions

Ž . Ž .for MM, s * kw so as to achieve 2 for all w ’s; and then uses 2 and
Ž . Ž .Chellas’ theorem 2.20 2 to get 1 . We now proceed to see how this search

goes for UU, thus outlining the proof to follow.

Ž . yŽ .Notation. Let s be any set of sentences in L. We let L s s a s
Ž . Ž Ž ..l L, and L s s L L s , the language built on the atomic sentences of

yŽ . Ž .which the subject is aware in s . Notice that in UU, a s s L s , by
yŽ . � < 4Proposition 6.4. Always, k s s w g L kw g s .

A system SS is always a set of sentences in a language, and so far all
systems considered were on L, in the sense that the axiom schemata and
inference rules concerned sentences in L; in what follows we shall also

Ž . Ž .consider systems on subsets of L, namely on L Q , Q : L. By SS Q we
Ž .shall denote the system generated on L Q by the same axioms and

Ž Ž ..inference rules of SS for example, S5 on Q will be denoted by S5 Q . For
Ž . Ž Ž ..Q s L the argument is usually omitted: SS s SS L . As before S SS Q

Ž .denotes the family of maximally consistent sets of SS Q .

Ž . yŽ . Ž . ŽIf s g S UU , k s : L s for knowledge implies awareness and by
yŽ . Ž .. yŽ . yŽ . Ž .Proposition 6.4 a s s L s , therefore k s s k s l L s ; and

Ž . Ž . Ž . Žit is not difficult to see 6.10 below that, letting p s s s l L s the
.set of sentences in s of which the subject is aware, by Proposition 6.4 ,

yŽ . Ž . yŽ Ž .. yŽ . yŽ Ž ..one has k s l L s s k p s . Thus, w g k s iff w g k p s .
Ž . Ž Ž .. Ž . yŽ Ž ..Now in fact p s is S5 L s maximal 6.8 ; thus w g k p s , i.e.,

Ž . Ž . Ž .kw g p s , iff}by Chellas’ 4.30 1 applied to p s }w is true at all
Ž . Ž Ž ..states possible at p s in the S5 L s -canonical model. This condition,

equivalent to kw g s , suits our purposes. For if we make this condition
Ž .the definitory condition for validity of kw at s g S UU , we then get what

we want, that kw is true at s iff kw g s .
Ž . Ž Ž ..The relation between S UU and the canonical models of S5 L s ,

Ž . Ž .s g S UU , is given by the structure of S UU , which is a union whose
generic component is a set of s ’s where the subject is aware of the same

Ž . � Ž . < 4 Ž .things, S UU s D S UU N : N 6.7 ; and by the fact that p on each ofN
Ž . Ž Ž ..these subsets is not only into 6.8 , but also onto: p S UU sN

Ž Ž Ž ... Ž .S S5 Q N 6.9 . This is why a GSM is defined as it is, with a projection
p and the truth condition for kw which refers to the models obtained as
projections by p .
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Now the details of the proof. To prove completeness we will produce a
Ž . Ž .model, denoted by MM UU , which is a canonical model for UU, so satisfies 1 ,

i.e.,

MM UU * w iff & w , w g L ,Ž . UU

and is a partitional GSM. We begin with two lemmas on logical systems,
then go on with the various points which prove the theorem.

Ž . Ž .6.5. LEMMA. Let SS be a system and Q : Q9 : L. Then SS Q9 l L Q
Ž .s SS Q .

Ž . Ž . Ž .Proof. SS Q : SS Q9 l L Q is clear; for the reverse inclusion, con-
Ž . Ž . � 4sider any w g SS Q9 l L Q and let w , w , . . . , w be a proof of w, i.e.,1 2 k

Ž .a set G of sentences in L Q9 such that w s w, and for every j F k, w isk j
Ž . � 4either an axiom of SS Q9 or is derived from a subset of G, w , j F j andj ii

Ž .an inference rule of SS Q9 . Let Q0 s Q9 _ Q, and for a fixed q g Q
Ž . Ž .define the map r : Q9 ª Q as: r p s p if p g Q, r p s q if p g Q0.

Ž .This map defines a translation of sentences in L Q9 into sentences of
Ž . Ž . Ž . Ž . Ž .L Q if we define it recursively on L Q9 by: r !w s ! r w , r w n c

Ž . Ž .s r w n r c and so on for the other nonmodal connectives, plus
Ž . Ž . Ž . Ž . Ž .r kw s kr w and r ew s er w . Consider now any axiom of SS Q9 .

Ž .Its translation is clearly an axiom of SS Q . Similarly, an inference rule of
Ž . Ž .SS Q9 is mapped into an inference rule of SS Q , and so a proof of

Ž . Ž . Ž . Ž .w g L Q in SS Q9 is mapped into a proof of r w s w in SS Q . B

We recall that given a system SS on some language and a set G of
sentences in the language, a sentence w is said to be SS deducible from G,
written G & w, if there is a finite set of sentences w , w , . . . , w g GSS 1 2 n

Ž .such that & w n w n ??? n w ª w Chellas p. 47 . In the following weSS 1 2 n
shall use a different but equivalent definition of deducibility. The equiva-
lence is formally stated in the following well known lemma:

Ž .6.6. LEMMA Deduction Lemma . Let SS be a system of modal logic on
a language L, and G : L. Then G & w if and only if there exists a finiteSS

Ž .sequence of sentences g , g , . . . , g s w such that for all i F m, g g G j1 2 m i
SS , or g s g ª g for some j, k - i.k j i

Ž .Lemmas 6.7]6.10 describe the structure of S UU .

Ž . � Ž . < 46.7. LEMMA. S UU s D S UU N : N , with union disjoint, whereN

< yB / S UU \ s g S UU a s s L QQ N .� 4Ž . Ž . Ž . Ž .Ž .N

yŽ . Ž Ž .. Ž .Remark. The condition a s s L QQ N is equivalent to L s s
Ž .QQ N , because in UU awareness is closed with respect to all connectives, by

Ž . Ž . Ž .axiom A and Propositions 2.8 i and 2.9 i cfr. Proposition 6.4 .
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Ž .Proof of 6.7. That S UU is a union as above follows from Proposition
Ž .6.4. That for each N : N, S UU / B follows from Proposition 2.10.N

Disjointness is obvious. B
Ž . Ž Ž .. Ž Ž ..Next result: for any s g S UU , s l L QQ N is S5 QQ N maximal.N

Ž . Ž . Ž . Ž .6.8. LEMMA. For s g S UU define p s \ s l L s . Then p s g
Ž Ž Ž ...S S5 L s .

Proof. 1. First we prove a preliminary result. Let f, c , f ª c g
Ž .p s . Note that f and c may not have the same atomic sentences. Still

Ž . Ž .we claim that kf ª kc g p s . In fact af, ac g p s ; we now give a
proof in UU of kf ª kc . By PL f n ac ª c n af ; so by RM alsosa
Ž . Ž .k f n ac ª k c n af . Now from M and C we have kf n kac ª kc .

But by proposition 2.8 above ac l kac , and so kf ª kc follows. Now
we proceed with the proof of our main statement.

Ž . Ž Ž ...2. We first prove that p s is S5 L s consistent, by contradic-
Ž . Ž .tion. Suppose not, then there is a w g L s such that p s & wS5ŽLŽs ...

Ž . Ž Ž ..and p s & !w Chellas’ theorem 2.16 10 . Take the former,S5ŽLŽs ...
and consider those g ’s in the sequence from the above Deduction Lemmai

Ž . Ž Ž .. Ž .such that g g p s j S5 L s . We claim that g g p s j UU. In facti i
Ž Ž ..suppose g g S5 L s . If it is an axiom of UU we have concluded. On thei

Ž Ž ..other hand, the only axioms of S5 L s which are not axioms of UU are 5
and Df 9e. Take 5, so suppose g s ac ; this is not in UU, but sincei

Ž . Ž . Ž .c g L s , it is in p s }hence, g g p s j UU. The argument for Df 9ei
is similar, based on the maximality of s . Since UU has MP, our preliminary

Ž . Ž .result 1. above and the Deduction Lemma imply p s & w. SimilarlyUU

Ž . Ž .one has p s & !w ; so since p s : s , we conclude that s isUU

UU-inconsistent. This is a contradiction.
Ž . Ž Ž ...3. p s is S5 L s maximal. s is UU-maximal, so ;w g L either

Ž Ž .. Ž .w g s or !w g s Chellas theorem 2.18 5 . Therefore ;w g L s ei-
Ž . Ž . Ž Ž ...ther w g p s or !w g p s . This and S5 L s -consistency imply

Ž Ž ... Ž . Ž .S5 L s -maximality of p s Chellas exercise 2.48 . B
Ž . Ž .In fact, the map p is onto not only into from each S UU toN

Ž Ž Ž ...S S5 QQ N :

Ž .6.9. LEMMA. With p and S UU as in 6.7 and 6.8:N

<p S UU \ p s s g S UU s S S5 QQ N .� 4Ž . Ž . Ž . Ž .Ž .Ž .Ž .N N

Proof. : from 6.8; to prove = . For N s N result again from 6.8:
Ž . Ž . Ž . Ž Ž .. Ž .because S S5 s S UU clearly : ; = by 6.8 ; and p S UU s S UU .N N N

Ž .For N s B, any consistent set of sentences of any SS B is formed by i
Ž .andror some of its PL-equivalent sentences in L B . Therefore, using
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Ž Ž .. Ž .Proposition 2.10, we can complete any a g S S5 B into a s g S UUB

Ž . Ž Ž Ž ...such that p s s a . Take then B ; N ; N. Any a g S S5 QQ N is
Ž Ž .. ŽUU QQ N -consistent, hence, UU-consistent from Lemma 6.5 for suppose a

were not UU-consistent. Then there would be w , . . . , w g a such that1 n
Ž Ž ..w n ??? n w ªHg UU. But a : L QQ N so the last sentence is in fact1 n

Ž Ž .. Ž Ž .. Ž Ž .. .in UU l L QQ N s UU QQ N , i.e., a would be UU QQ N -inconsistent .
We now show that for such a also the set

<G s a j ! ac c f L QQ N� 4Ž .Ž .

is UU-consistent. From this the result follows: for then we can complete G
into a UU-maximally consistent set, and this process will add no sentences of
Ž Ž .. Ž .L QQ N to G by maximality of a , so the projection p gives back a . To

complete the proof we have to show: not G & H , i.e., that for w , . . . , wUU 1 m
Ž Ž .. Žg a , c , . . . , c f L QQ N , not & ! w n ??? n w n ! ac n ??? n1 n UU 1 m 1

.! ac . For this it suffices to find a model MM of UU in a class of modelsn
sound with respect to UU, and a s in MM such that

MM , s * w n ??? n w n ! ac n ??? n ! ac .1 m 1 n

We know from the previous subsection that UU is sound with respect to the
class of partitional GSM’s. In this class is the following GSM:

MM s D S , D S
X , p , P , `² :R : N R R : N R

with

S s S
X s B for R / NR R

S s S S5 QQ N s S
XŽ .Ž .Ž .N N

p s identity

Ž . � < yŽ . 4P s s t g S k s : t as in the canonical standard model of
Ž Ž ..S5 QQ N , and

< <p n g NS5ŽQQŽN ..n` n sŽ . ½ arbitrary n f N ,

< < � Ž Ž Ž ... < 4 Ž Ž ..where p s s g S S5 QQ N p g s , the S5 Q N -proof setS5ŽQQŽN ..n n
of p .n

In this model, there exists a s such that MM, s * w n ??? n w , by1 m
Ž Ž .. Ž Ž ..completeness of S5 QQ N with respect to MM and S5 QQ N consistencyN

of a ; and for any s g MM, MM, s * ! ac n ??? n ! ac by construction.1 n
Result now follows. B
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Ž . Ž . Ž .6.10. LEMMA. Let s g S UU , and p s s s l L s as before. Then
yŽ . yŽ . Ž . yŽ Ž ..k s s k s l L s s k p s .

Ž . yŽ .Proof. By Proposition 6.4 and its proof L s s a s , and by maxi-
yŽ . yŽ . yŽ . yŽ . Ž .mality of s , k s : a s ; hence, k s s k s l L s . Now

yŽ . Ž . yŽ Ž ..1. k s l L s : k s l L s . For since & aw ª akw, w gUU

Ž . Ž . yŽ . Ž . � Ž . < 4 �L s implies kw g L s . So k s l L s s w g L s kw g s s w
Ž . < Ž .4 � < Ž .4 � yŽ Ž .4g L s kw g s l L s : w g L kw g s l L s s k s l L s .

yŽ Ž .. Ž .2. Conversely: if w g k p s , i.e., if kw g p s , then since s is
Ž . Ž .UU-maximal, by axiom T also w g p s : L s . On the other hand since

Ž . Ž . yŽ .p s : s , kw g p s implies kw g s , i.e., w g k s . So w g
yŽ Ž .. yŽ . Ž .k p s implies w g k s l L s , as was to be shown. B

Ž .Now we define MM UU , and then prove three claims of which complete-
ness is direct consequence.

Ž . ² :6.11. DEFINITION. MM UU s S, S9, p , P, ` with:

<S s S UU s D S UU N : N see 6.7� 4Ž . Ž . Ž .N

< <` n s p , n g N as in all canonical modelsŽ . Ž .UUn

p s s s l L s , s g S UUŽ . Ž . Ž .
X < <S9 s D S N : N s D p S UU N : N� 4 � 4Ž .Ž .N N

< yP s s b g p S UU k s : b , s g S UU , N : N.� 4Ž . Ž . Ž . Ž .Ž .N N

Ž . Ž .The MM ’s of MM UU we call MM UU .N N

Ž .Claim 1. MM UU is a GSM.

Ž . Ž . Ž .Proof. To check the conditions in ii , iii and iv of Definition 3.1.
Ž . Ž .The first two are evident by inspection. As to the last one, if p s s p t ,

yŽ . yŽ Ž .. yŽ Ž .. yŽ .then using 6.10 k s s k p s s k p t s k t , so by definition
Ž . Ž .P s s P t . B

Ž . ² X : Ž .Claim 2. For any N : N, MM UU s S , P , ` is the properN N N N
Ž Ž ..canonical standard model of S5 QQ N , so P is an equivalence relation.N

We have put ‘‘proper’’ in parenthesis, for we had not used the term
before. The only canonical model that we have seen is the proper one
Ž .Chellas, p. 173 , and it is characterized by the definition of P stated
previously.

X Ž Ž .. Ž Ž Ž ...Proof of Claim 2. S s p S UU s S S5 QQ N by 6.9, as it shouldN N
be.

< yP p s s P s s b g S S5 QQ N k p s : b� 4Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .N
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using 6.10, as it should be. And for n g N,

< <` n s p S l ` n s p S UU l pŽ . Ž . Ž .Ž . Ž .UUN N N n

< < <s a s s l L s s g S UU l p� 4Ž . Ž . UUN n

Ž . Ž . < <so a g ` n iff p g a , i.e., ` n s p , as it should be. BS5ŽQQŽN ..N n N n

Claim 3. For any w g L,

MM UU * w iff & w .Ž . UU

Ž .Proof. For nonmodal w ’s the result is clear see Chellas exercise 2.53 .
Ž .For kw, with w g S UU :N

MM UU , s * kw iff Definition 3.1 vŽ . Ž .Ž .
MM UU , b * w ; b g P s iff Definition 3.1 vŽ . Ž . Ž .Ž .N

MM UU , b * w ; b g P p s iff definition for standard modelsŽ . Ž . Ž .Ž .N N

MM UU , p s * kw iff 2Ž . Ž . Ž .N

kw g p s iff 6.10Ž . Ž .
kw g s .

For ew the situation is analogous; we omit the details. B
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