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Sensor Mining for User Behavior Profiling in
Intelligent Environments

A. Augello, M. Ortolani, G. Lo Re, and S. Gaglio

Abstract The proposed system exploits sensor mining methodologies to profile
user behaviors patterns in an intelligent workplace. The work is based in the as-
sumption that users’ habit profiles are implicitly described by sensory data, which
explicitly show the consequences of users’ actions over the environment state. Sen-
sor data are analyzed in order to infer relationships of interest between environ-
mental variables and the user, detecting in this way behavior profiles. The system is
designed for a workplace equipped in the context of Sensor9k, a project carried out
at the Department of Computer Science of Palermo University.

1 Introduction

Research in Ambient Intelligence (Aml) focuses specifically on users and on how
they relate to the surrounding environment; namely Aml systems attempt to sense
the users’ state, anticipate their needs and adapt the environment to their prefer-
ences [1]. For this reason, AmI systems can benefit from the latest research in users
modeling and profiling. User profiling process consists of collecting, and analyzing
users informations. The acquired user information can be used to build appropriate
user models which can be considered as representation of the system’s beliefs about
the user [2]. User profiling can be explicit or implicit: an explicit profiling can be
done through the formulation of questions about user’s preferences, while implicit
profiling methods construct user profiles by inferring user ratings from interest in-
dicators by means of user interactions with the system [3]. Aml systems rely on
specific hardware in order to gather information about the environment state and
the user presence; such data may for instance be collected via pervasively deployed
wireless sensor nodes [4], i.e. small devices equipped with sensors, a processor and
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a transceiver unit. The idea presented here aims to investigate how such collected
data might be profitably used to identify and implicitly profile user habits.

In this context, data mining techniques allow for an intelligent analysis of envi-
ronmental data in order to detect behavior patterns and classify them into profiles.
Careful processing of sensory data may be used to infer descriptive models showing
the relationships of interest between environmental variables and the user, while pre-
dictive models may proved reliable inference on future behavior of users populating
the considered environment [5].

In this work sensor mining methodologies are exploited to profile user behav-
iors in an intelligent workplace. The workplace has been equipped in the context
of Sensor9k, a project carried out at our Department [15]. Our work is based in the
assumption that users’ habit profiles are implicitly described by sensory data, which
explicitly show the consequences of users’ actions over the environment state. The
system analyzes time data collected by the sensors located in the workplace rooms,
and through a data mining process tries to detect changes which can be consid-
ered as consequences of user actions. Moreover the sensory data and the recognized
events are arranged in appropriate models in order to highlight the existence of rela-
tionships among environmental data or events and the users’ presence in the office
room. The emerging behavioral patterns may finally be grouped based on their rel-
ative similarities by means of a clustering process in order to draw users profiles.
The rest of the paper is organized as follows: after a discussion about the state of the
art, the system architecture will be described, reporting some experimental results
and discussing about future works. Moreover the advantages that can be achieved
by extending the proposed approach to a distributed architecture will be discussed.

2 Ambient Intelligence for Behavior Profiling

Ambient Intelligence brings intelligence to our everyday environments making
those environments sensitive, and adaptive to us [6]. Wireless sensor nodes allow
the gathering of data about the environment state [4]. The huge amount of data,
obtained from sensor measurements has to be processed and analyzed in order to
deduce useful information.

In literature, several methodologies of reasoning on sensor data have been pro-
posed to perform user modeling and profiling, activity recognition and also decision
making processes [6]. User profiling applications in Aml have targeted environ-
ment personalization as for instance in [8], and [7], where reinforcement learning
algorithms are used to learn preferred music and lighting settings, adaptable to pref-
erences changes. User profiling can also be used to detect significant changes in
resident’s behavior preserving their safety [6][17]. Other applications regard per-
sonalization of building energy and comfort management systems [19]. In [9], data
collected by wireless sensor are used to create profiles of the inhabitants, and a
prediction algorithm allows the automatic setting of system parameters in order to
optimize energy consumption. In many projects the aim is to anticipate the loca-
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tion, routes and activities of the residents in order to adaptively control home envi-
ronments [6]. In MavHome [10], hierarchical models of inhabitant behaviours are
learned by means of data-mining techniques aimed to discover periodic and frequent
episodes of activity patterns. In the iDorm system [11], intelligent agents are embed-
ded in the user environments to control them according to the needs and preferences
of the user. In particular an unsupervised, data-driven, fuzzy technique is used by
agents for analyze the actuator readings and sensor states and therefore extracting
fuzzy rules representing users behaviors in the environment. A depth examination
of AmI methodologies and applications can be found in [6]. Most systems analyze
explicit feedback or implicit feedback deriving from the use of actuators, or data
related to the presence of the user obtained for example with motion sensors, RFID
sensors and so on. The main feature of the proposed systems is that they can only
access information concerning such environmental features as light, temperature
and humidity, and have no direct information about the user except for their pres-
ence detected by RFID sensors. Therefore, such systems exploit different method-
ologies of analysis and reasoning on these data in order to infer the possible user
actions on the environment, namely a careful analysis of the data, discarding what
can be attributed to noise or to the natural daily trend of the analyzed environmen-
tal variables. Our system, similarly to what was proposed by [19] uses probabilistic
reasoning to interpret the possible events; moreover, similarly to [9], it extracts an
appropriate representation in order to highlight correlations between events. It also
uses clustering methodologies to detect similar user behavior patterns.

3 Sensor Data Mining

Data mining methodologies play a fundamental role in sensor data understanding.
The main purpose of a data mining process is to find meaningful patterns, relation-
ships and models in a huge amount of data. Pattern discovery methodologies are
designed to automatically find new patterns in a predictive way, prefiguring the fu-
ture behavior of some entities, or in a descriptive way, finding human-interpretable
patterns [ 12]. The various data mining techniques can be classified according to the
main categories of applications.

Among predictive methodologies, classification techniques are used to identify
the features indicating that an entity belongs to a certain class, learning from a set of
pre-classified examples, while prediction and regression techniques analyze known
values to estimate unknown quantities. Among descriptive methodologies, cluster-
ing techniques are aimed to identify groups with homogeneous elements, associa-
tion techniques are exploited to identify elements that often appear together during
a specific event and sequential patterns are aimed to the detection of recurrent be-
havior in time sequences of events [13].

Predictive data mining algorithms are used in mining sensory data from an indoor
environment to estimate physical at a location where no sensor is placed, to predict
failures or user behaviors, while descriptive methodologies can be exploited to find
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the relationship between variables of interest, as an example to relate users behavior
with energy consumption or system failures [5].

4 System Architecture

The proposed system aims to learn users’ behavior profiles in the context of a
smart workplace, such as that of the Sensor9k project [15]. Office rooms have been
equipped with sensor nodes monitoring indoor and outdoor physical quantities such
as relative humidity, temperature, and light exposure; additionally, RFId sensors
allow for detecting the employees’ presence in the workplace through the use of
personal badges.

The overall system architecture, shown in Figure 1, has been designed according
to a modular approach. A preprocessing module is used to improve the quality of
sensory data while an action detection module analyzes data trends to infer changes
which can be ascribed to human actions. The information extracted by sensors, and
the recognized actions are arranged in appropriate models also keeping into account
parameters of interest, such as timing information or any particular environmental
conditions. A correlation module is devoted to find relationships among the infor-
mation described in the models; finally a clustering module allows to classify the
patterns extracted by the correlation module. The following sections will outline the
most relevant features of each of the mentioned components.
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4.1 Data Preprocessing

The data collected by the sensors are often affected by errors, due to imprecise mea-
surements or to environmental noise. This module is devoted to the detection and
removal of invalid values in raw sensory data and to possibly estimating missing
data. Initial filtering can be performed assuming that there exist some admissible
ranges for the values of the observed variables, and removing all values out of that
range. Moreover, spacial and time redundancy can be exploited to detect anoma-
lies in data, or to replace missing data. In particular time redundancy consists in
the correlation between consecutive observations read from a sensor, while spatial
correlation regards readings from neighboring sensors at a given time [5].

Time correlation can be exploited for the estimation of missing data by means of
a linear interpolation between preceding and subsequent observations. Also spatial
correlation may be exploited for sensors located in small indoor environments, such
as office rooms; in this case, it is reasonable to assume that nearby sensors will re-
trieve similar measurements, due to the intrinsic nature of the considered physical
quantities, so that analysis techniques pointing out significant differences in sensed
data may be effectively identify potential outliers. On the other hand, measurements
collected in such small indoor areas are typically subject to diverse influencing fac-
tors, not necessarily referable to natural phenomena; for instance, the influence of
actuators (such as the air conditioning systems, as regards temperature and humidity,
or artificial lights, as regards ambient light) cannot be disregarded altogether.

Taking into account the location of sensors within the environment it is thus pos-
sible to detect areas in which sensors readings should be correlated at a time point.
However, for our aims; it is also important to analyze differences between sensors
belonging to different, but close areas. In fact, in this case, variations in sensors read-
ings can be due to the use of actuators from users. So at this stage of preprocessing,
spatial correlation property among intra-area sensors can be profitably employed
in order to detect outliers, and to replace them with the combination of neighbor
sensors readings, while later, the action detection module will analyze in depth the
inter-area differences.

4.2 Action Detection

This module aims to perform a deeper analysis of the observed variables trends ,and
to recognize those events that can be ascribed to human intervention. We assume
here that sudden changes in observed values can be consequence of users’ actions,
such as turning on/off the light or changing the settings for the temperature and
humidity control systems.

In this phase of analysis we consider the placement of the sensors in areas within
the environment and analyze the dynamics of the observed series, i.e., the mecha-
nism by which they evolve over time. In particular, the time series obtained from
sensor readings can be decomposed in order to detect and remove repetitive and
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regular changes in data, so as to consider only meaningful changes in the data trend.
Finally, a probabilistic inference process can be performed to associate the changes
detected in the series to possible user actions on the environment.

4.2.1 Decomposition of sensory data time series

The analyzed time series obtained from sensor readings can be decomposed into a
set of components: a trend, a seasonal and a remainder component [20].

The trend component 7; defines the long-term trend of the variable and can be
defined as the tendency to increase, decrease or remain constant over a long period
of time; it varies slowly over time and essentially determines the level of the series.

The seasonal or periodic component S; is given by one or more periodic com-
ponents, characterized from taking the same or similar values at a fixed distance in
time. The remainder component R, determines short-term fluctuations in the series.
The three components can contribute to the composition of the observed series y,
in different ways, additive (y; = T; + S; + R;), multiplicative (y; = T;S;R;), or multi-
plicative with an additive remainder component (y; = T;S; + R;).

The techniques of decomposition of a time series into its components depend
on its composition model. This decomposition is important in order to estimate and
remove a regular and predictable component which could hide useful information.
In fact, changes in data can be due to regular and repetitive factors, for example to
natural light and temperature changes during the day, while other changes can be
due to human actions on actuators.

4.2.2 Analysis of changes in time series data

Let R; the remainder of the analyzed series, and R; the corresponding derivative,
representing its time variation. The function R; shows changes in R, function. Every
change is characterized by a strength and a direction.

If the detected change is attributed to a user action, the direction will allow the in-
terpretation of the type of action. For example a positive direction will be considered
as an turning on of the light, or in the case we are analyzing temperature data could
be interpreted as an increase of temperature settings. Moreover the strength allows
to analyze a subset of detected changes. In fact, given a threshold experimentally
defined, called ¥, only changes with strength greater than ¥ will be considered.

4.2.3 Probabilistic inference for action detection and interpretation

Probabilistic models, based on dynamic Bayesian networks, are then used to es-
timate which of those events may be in fact associated to human actions and to
interpreting them. The choice of using these knowledge models depends on the fact
that we are bound to reason about uncertain knowledge. We can model the interest
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variables and their possible states as nodes in the network, connected with directed
links representing the influence among the nodes. Influence of parent nodes on a
variable X; is quantified by means of conditional probabilities P(X;|ParentsValues)
represented in opportune tables associated to each node.

In particular, two kinds of variables will be modeled, UA variables, representing
possible user actions and SO variables, representing sensory observations. There-
fore the built model is used to estimate the probability that the event we want to
investigate did occur, based on the sensor readings. As an example, Figure 2 shows
the Bayesian network used to estimate the user actions controlling ambient light.

This network represents the possible action on the light settings, by means of
the UserAction t variable which can take three different states: on, corresponding to
turning on action, off, corresponding to turning off action, and none if no action is
carried out.

We also have four variables of type SO: UserPresence,OutdoorLight t +1, Light-
Trend t and LightTrend t + 1. The first can assume the states in and out depending on
users presence in the room. Variable OutdoorLight t + I represents the external light
at a subsequent time instant and can be high, medium, or low; it is used to better
understand how much the light change in the room at a subsequent instant may be
due to the external light status or to an user action. The variables LightTrend t and
LightTrend t + 1 represent the evolution of light in two successive time instants, and
can assume the states increasing; decreasing and stable.

The actions are modeled as states of the UserAction t, which depends on the
state of the light LightTrend t variable) and by information on the users presence
(UserPresence t variable) in workplace. The state of UserAction t variable and the
state of the outdoor light OutdoorLight t + I influence in turns the state of the light
at the next istant (LightTrend t + 1 variable).

4.3 Modeling and Correlation

The correlation module is devoted to identifying relationships among the extracted
information. For example it is possible correlate users with sensors measurements
within an environment. Matrix models are used to represent the values recorded by
different sensors for what concerns a given physical variable during a specific period
(such as for instance an entire working day) and to represent the occurrences of
events such as user actions in specific instants. Therefore, for each analyzed variable
we can build a matrix, whose rows represent the different observations in a given
period, while the columns the sample values detected from each sensor during the
observations.

The number of sensors inside the room can be large, so to generate several
columns. Anyway, it is interesting to evaluate only the most meaningful informa-
tive content. We can therefore process data in order to perform a dimensionality
reduction and then evaluate the correlation between variables of interest.
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Fig. 2 A Probabilist model to estimate user actions controlling ambient light.

4.3.1 Dimensionality Reduction

The set of observations is to undergo a dimensionality reduction process, by means
of PCA [21]. Principal components analysis is a methodology which allows the
projection of original dataset space into a smaller space: by a linear transformation
of the original variables, PCA extracts a set of orthogonal vectors, called principal
components, and arranges them according to decreasing variance values. This trans-
formation has the effect to capture the major associational structure in the dataset,
removing information which contribute less to the variance of data, and are thus less
relevant. It should be highlighted that PCA performs the dimensionality reduction
process, by a combination of original vectors, while other methods merely select a
subset of items from the original dataset [22].

Let X indicate the matrix representing a dataset composed by a set of m vectors
of length n, each one representing the set of measurements obtained by the n sensor
at a specific observation for a specific variable x X = [x1,...Xp].

As an example, let T=[T;,...T,] be am x n matrix composed of a set of column
vectors, each one representing the set of observations regarding the temperature
measured by n sensors in an office room. After performing PCA we obtain a m X f
matrix, with f <n, T’ = [T’l7 .. .T’f] (see Figure 3). The same procedure can be
performed over the entire set of observed variables.

4.3.2 Correlation among variables of interest

The entire set of variables and events observations is then represented as a matrix
X(m x nv), where a row X; represents an observations at a specific time i and a
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Fig. 3 Principal Component Analysis performed on temperature dataset

specific column X; represents the entire sample of observations of the j-th variable
in the considered period.
In our specific case, matrix X is given by:

X = [U},...Us, Ty, Ty, Ly g

composed of a set of vectors, each one represents the set of observations of a
specific variable. In particular the set U = {U j} j=1...4 Tepresents observations about
the presence of d users in the considered period, while sets T = {T j} j=1...r and
L = {L;};—1.¢ represent observations about temperature and light exposure re-
spectively, related to the f and g variables obtained after the application of PCA
on temperature and light matrices as described in the previous section.

The correlation matrix C(nv X nv) is then computed in order to highlight the
relationships among the variables. The i, j-th element of C is given by the correlation
coefficient ¢;; between the i-th and the j-th variable, as given by:

O',‘j

C,‘j — COVV(X,‘,X]') = G,'Gj

where 0;; is the covariance between X; and X; and o; and o; are respectively the
standard deviation of X; and X ;.

In this way is possible extract sub-matrices, representing correlation patterns be-
tween the observations related to the presence of users in office rooms and values
representative of specific environment variables. It is thus possible to obtain a char-
acterization of users with respect to values of the observed variables in a specific
period.
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4.4 Clustering

The clustering module allows to classify the pattern extracted by the correlation
module. The clustering leads to the subdivision of users’ behavior patterns into a set
of profiles based on their similarities. In this way we can group users with similar
preferences about variables setting, or users performing the same actions in similar
environment conditions. In particular the K-means [23] algorithm can be used to
classify data from the sub-matrices extracted from the correlation matrix C.

The algorithm requires the number of clusters to be obtained and a distance func-
tion to evaluate distances between data points and cluster centers. These parameters
can be experimentally defined. An iterative process is then performed, during which
k data in the dataset are randomly chosen to constitute the first centroids of the clus-
ters. Then the metric distance allows to assign the remaining data to the cluster on
the strength of their closeness with the centers of clusters. Then, new centers are
detected evaluating the average of each cluster. The process ends when the obtained
result satisfies a predetermined criterion of termination.

5 Analysis of Sensor9k Dataset

In this section we report first evaluations of the proposed system on Sensor9k
dataset. A set of experiments have been conducted analyzing data measured from
MTS300 sensor nodes, where the analyzed variables are light, and temperature. Ad-
ditional information has been collected to examine users presence, namely the status
of the door of the office room, and outdoor light measurements.

In particular we have analyzed light and temperature data regarding two office
rooms, Rooml and Room2. The former is an office room, used by two employ-
ees Userl and User2, whereas the latter in a common area. The two rooms share
similar exposition (thus similar trends for the considered variables), and are con-
nected by a door. We have analyzed data measured from two sensors per room. We
will indicate light and temperature measurements collected by the two sensors in
Rooml as Light101, Light102, Temperaturel01 and Temperaturel02, respectively;
analogously, Light201, Light202, Temperature201 and Temperature202 will be the
measurements related to Room?2.

5.1 Analysis of light time series for the analyzed rooms

Figure 4 shows the time series of the all four light measurements in a period of three
days. The two topmost plots clearly show the similarity in the trends of sensors lo-
cated within the same room, and the same consideration holds for the two plots at
the bottom; if we consider the two central plots, we can also identify significant
similarities, although not as striking as in the previous cases; we argue that the dif-
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Fig. 4 Time Series for Light101, Light102, Light201 and Light201

ferences in measurements for sensors in different rooms are partially due to different
placements, and mainly to the effects caused by a different use of the actuators by
the users.

Figures 5 and 6 show the decomposition of two light time series belonging to the
two rooms, i.e. Light101 and Light201. Each figure shows the original series, and its
seasonal, trend and remainder components. The plots show how the seasonal com-
ponent is related to day-night cycles, while the trend is related to level of brightness
of days.

5.2 Event detection and interpretation

Figure 7 shows the analysis of the remainder component of the Light10] series
and the corresponding relevant variations computed as derivative of the function,
which presumably correspond to actions on part of some user. The plot shows only
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instantaneous changes since we are looking for actions on artificial light settings (a
different analysis would be performed for the detection of actions on temperature
settings, because temperature takes longer to stabilize).

Figure 8 shows a reasoning process to disambiguate one of the detected vari-
ations. In the example, evidence coming from sensor observations is set, and the
probability of user action states is evaluated. In particular, the user was in the room,
the external light was high and the internal light had an increasing change in two
subsequent instants. The result of the reasoning process is that the user action could
be a turning on action, with a probability of 0.32, a turning off action with a prob-
ability of 0.11, and with a probability of 0.57 the increasing will be due to the
increasing of the external light (independent of the user action).
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Fig. 5 Decomposition of Light101 Temporal Series
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Fig. 6 Decomposition of Light201 Temporal Series

5.3 Clustering of data

The dataset used to validate our approach so far contains information about the pres-
ence of only two users. For this reason, we conducted a proof-of-concept experiment
involving a set of time slots in a working day, also considering information about
the users’ presence and environmental conditions.

In particular, we report here the experiments the experiments related to the clus-
tering module; Figure 9 shows the results obtained by a k-means clustering on one-
day matrix observations, related to the presence of the two users User! and User2,
and the measurements of light and temperature.

The Table shows that User2 had more significant influence on the measured
quantities as it was more present; this is especially evident for the last two clus-
ters, regarding the later time of the day, where the influence of User2 may be easily
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singled out; the significant differences in the numerical values captured by cluster
3 are easily explainable by considering that this cluster contained data measured
during nighttime.

6 On-going work: extension to a distributed approach

This paper described a system aiming to profile users of an intelligent environment;
the underlying idea is that the extracted profiles may be used to adapt the envi-
ronment settings to users preferences, and for this reason further research will be
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Fig. 9 Relation between Users presence and Temperatures and Lights values in a day.

devoted to investigate methods for analyzing and processing real-time information
coming from different sources deployed in the intelligent environment. Moreover,
an interesting direction for further investigation might regard the implementation of
the final system according to a distributed architecture; for instance, it is common
to implement the pervasive sensory system necessary to gather environmental mea-
surements by using a separate wireless sensor network for each environment under
observation; each network will collect data toward its base station (usually repre-
sented by a node, also called micro-server, with more computational power than
usual sensor nodes), which will be part of a larger backbone network, devoted to
ensure connectivity with a remote central storage and processing server. It is thus
conceivable to distribute part of the profiling analysis to the local micro-servers,
thus relieving the central server from this additional burden; only higher-level in-
formation about the profiles will need to be forwarded for further processing. Such
architecture is well suited for an agent-based implementation. The analysis of real
time data coming from sensors may in fact be performed by a set of autonomous
agents, each of which responsible for a particular location. In this way, each agent
would perform computations and independently take decisions without overloading
the central unit. Moreover agents must be able to exchange information, for example
to periodically update users models. In this case, distributed data mining algorithms,
would allow agents to individually analyze and process the different informations
coming from the multiple sources of information, exchanging and integrating them.

7 Conclusion and future work

In this paper we presented a sensor mining system aimed to profiling occupant be-
haviors. A specific case of study regards Sensor9k, a project carried out at the De-
partment of Computer Science of Palermo University. Environmental variables are
monitored by a sensor network, and a set of modules allow to extract useful infor-
mation regarding user actions and habits. The system is still under evaluation, but
we discusses some preliminary results that appear promising with respect to the de-
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tection of basic users’ habits based on their use of the actuators, which we implicitly
infer through the difference in sensory measurements.

The main problem of evaluation is primarily concerned with the need for more
data to analyze in order to better understand users habits. A more detailed and ex-
tensive dataset will allow to better validate our system. In future work the inferred
information about users behaviors and habits will be formalized in an appropriate
user model. The creation of this model will have different applications. In particular
the users models can be used to adapt the intelligent environment to the user’s pref-
erences, or vice versa in order to identify wrong behavior of employees in order to
reduce the energy consumption of the building.
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