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ABSTRACT
In this paper we present a gesture recognition framework for pro-
viding the visitors of a museum exhibition with a non intrusive
interface for the multimedia enjoyment of digital contents. Early
experiments were carried out at the Computer History Museum
Exhibition of the University of Palermo.

CCS CONCEPTS
• Human-centered computing → HCI theory, concepts and
models;

KEYWORDS
Gesture recognition, Human computer interaction, Ambient intelli-
gence

ACM Reference Format:
Vincenzo Agate, Salvatore Gaglio. 2018. A Gesture Recognition Framework
for Exploring Museum Exhibitions. In AVI ’18: 2018 International Conference
on Advanced Visual Interfaces, AVI ’18, May 29-June 1, 2018, Castiglione della
Pescaia, Italy. ACM, New York, NY, USA, 3 pages. https://doi.org/10.1145/
3206505.3206576

1 INTRODUCTION
This work presents a novel system enabling advanced and immer-
sive fruition of digital cultural contents. The main idea is to provide
the users, e.g., the visitors of a museum, with the opportunity to
interact and immerse themselves in a virtual environment in which
objects can be accessed and controlled [9].

We consider a scenario where a physical museum exhibition
includes a collection of digital items representing artifacts of histor-
ical, artistic, or scienti�c interest, that can be enjoyed by interacting
with a multimedia kiosk. To this aim, an unobtrusive RGB-D camera
is used to capture color (RGB) and depth (D) images that allow to
infer the user’s posture in real-time. RGB-D information is anal-
ysed by means of three di�erent machine learning techniques to
recognize both the actions performed by the user, and the hand
gestures used to interact with the virtual environment [12].

The next Section provides an in-depth description of the human
gesture recognition algorithms underlying the system. A case study
deployed at the University of Palermo is presented in Section 3.
Conclusions and future work will follow in Section 4.
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2 GESTURE RECOGNITION SYSTEM
Vision-based gesture recognition is a challenging task due to several
constraints [1]. Some methods rely on wearable devices that can
be used to explicitly track the hand gestures [10, 11]. In order to
provide the users with an intuitive and easy to use interface, we
focused on the adoption of a sensing device capable of capturing
the users’ movements by means of RGB-D motion sensors, namely
the Microsoft Kinect [2].

The principle on which the whole recognition process is based
is quite intuitive: assuming that a gesture can be described as a
sequence of postures, we are interested in tracking some salient
points of the human body to infer the corresponding postures. To
this aim, we use a combination of three di�erent machine learning
techniques, similarly to what described in [8].

The tracking of a set of relevant points of the human body is
performed by exploiting the skeleton detection algorithm provided
by the Microsoft APIs. Such a tool allows to obtain the coordi-
nates (x ,�,d) of some body joints, where the couple (x ,�) indicates
the position of the joints with respect to the image plane, and d

represents their distance from the acquisition device.
At each time step, a particular distribution of these joints de�nes

a posture, whose sequence can be used to recognize a certain ges-
ture. In order to reduce the number of all the possible postures, a
clustering step based on K-means [13], is performed. The objective
of this phase is to process the set of joints captured for a speci�c
gesture so as to to identify the K most relevant postures. The K
centroids computed by K-means are used to train a set of special-
ized multi-class Support Vector Machines (SVMs) [15] that will
be able to classify future postures as one of the K already known.
Combining K-means and SVMs [17] allows not only to obtain a
more compact representation of the posture sequences, but also to
merge all the consecutive instances of the same posture allowing to
identify the same gesture performed at di�erent speeds. This type
of representation will therefore increase the capability the system
of recognizing a gesture performed by di�erent subjects.

The last step is to model the gestures as a sequence of postures.
This modeling and recognition process is carried out by means of
a classi�er based on Hidden Markov Models (HMMs) [14]. If we
want to recognize N gestures, N di�erent HMMs are trained to
capture a speci�c sequence of the transitions between one posture
and the other. During the recognition phase, the movements of the
users are expressed in terms of postures, each posture sequence is
tested against the N available HMMs, and classi�ed according to
the highest posterior probability. If none of the HMMs returns a
probability exceeding a certain threshold, the gesture is classi�ed
as unknown. The phases of the recognition process are summarized
in Fig 1.
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Figure 1: System architecture.

This processing chain allows to recognize the following user’s
gestures: Horizontal arm wave, high arm wave, two hand wave, high
throw, draw X, and draw tick. These gestures enable the principal
interactions between the user and the kiosk, e.g., allowing to acti-
vate the navigation menus, browse the catalogue of virtual objects,
move from to one window to another, and so on.

Amore speci�c set of gestures performed by the user’s hand have
also been considered to achieve advanced tasks, i.e., controlling
the movements of a certain object in the virtual environment (i.e.,
�ngers open, �ngers close, thumbs up, thumbs down, �st, and OK).

In order to achieve this goal, the position of the user’s wrist
is detected by using the Kinect APIs; then, the region of pixels
identifying the hand of the subject is isolated and some features
of interest are extracted to describe the appearance of the hand
[7, 16]. For example, to enlarge a photo, the user can place both
hands open in front of the acquisition device, whilst an object can
be grabbed by opening and closing one hand.

The gesture recognition process is summarized in Fig. 1. The
gestures performed by the user are processed by two software
modules responsible for recognizing the user’s gestures and the hand
gestures respectively. The output of both modules is interpreted by
a translation module, which will transform high-level gestures into
low-level navigation commands.

For instance, one of the gestures to be recognized could consists
in the user drawing a tick, which could correspond to a low-level
command that enables the selection of an item inside the virtual
environment. The recognition of other, more complex, gestures
allows to accomplish other tasks, such as detecting if and when a
visitor wants to interact with a generic virtual object by rotating,
moving, enlarging it, and so on. Moreover, the system can detect
and manage the presence of more than one user at a time.

3 CASE STUDY
The system presented in this work will be used within the Computer
History Museum Exhibition at the University of Palermo, where
a collection of artifacts related to the history of computing are
exposed. The purpose of this exhibition is to safeguard, preserve
and show to the public the artifacts of the information age, while
also investigating the history of modern information systems and
their impact on the society. In this context, the proposed system
will stimulate the visitors’ curiosity by providing an easy to use
interface to delve deeper into the secrets of the exposed devices. It

is worth noticing that, thanks to its generality, our system may be
successfully adopted in other smart environments, such as smart
buildings [5, 6], in order to promote a non intrusive interaction
with the users [3], and the design of context-aware systems [4].

A system prototype has been implemented by using the Mi-
crosoft Kinect v2 as acquisition device, whilst the gesture recogni-
tion algorithms were run on a single-board and low-cost computer,
namely the Raspberry Pi 3 model B. The software modules for the
acquisition, processing and recognition of gestures have been imple-
mented on Raspbian OS by exploiting openFrameworks, an open
source C++ development environment that allows to easily use
some image processing libraries (e.g., OpenCV), and manage any
video capture device. Nevertheless, this cross-platform framework
would allow to quickly port our solution to di�erent OSs, such as
OS X, Windows, Linux, iOS, Android, embedded Linux ARM.

A prototype has been designed to recognize three classes of
gestures: user gestures, hand gestures, and composite gestures. For
example, the "horizontal arm wave" is used to activate or deactivate
the kiosk, whilst the "�ngers open" indicate that the user is ready
to select an item. Composite gestures are obtained by combining
the two sets. A practical example of this phenomenon occurs when
the user tries to grab and move a virtual object. This action can be
decomposed into a sequence of simpler gestures: i.e., �ngers open
(select), �ngers close (grab), horizontal arm wave (move), and �ngers
open (release).

4 CONCLUSIONS AND FUTUREWORK
This paper presented a gesture recognition system to be used within
a museum exhibition to provide the visitors with advanced, not
intrusive, interfaces. The idea is to extend the physical collection
by allowing the visitors to interact with virtual objects through
a motion sensor device. Two di�erent algorithms allow to detect
and recognize both the users’ movements and the hand gestures,
so as to translate them into low-level commands enabling the nav-
igation in a digital environment. A prototype of this system has
been implemented at the University of Palermo and preliminary
results are very promising. An in-depth experimental evaluation
on a multi-user environment will be soon performed by exploiting
real-data from the multimedia kiosks available at the Computer His-
tory Museum of the campus. This phase will allow to measure the
performances of the systems according to the feedbacks provided
by the users.
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