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Abstract. Machine learning (ML) algorithms
vices we rely on in our everyday life. For this

Experimental analyses perfor atients’ clinical
records show that a minimal a ini rds can subvert

as towards the model, orienting his decisions ac-
ears, a novel research line, named Adversarial Machine
udying how to exploit the same optimization mechanism

examples areidefined as “those that change the verdicts of machine learning sys-
tems but not those of humans” [7]. Because of the immediateness for a human
to verify the appearance of a certain image and evaluate the correctness of the
classifier, image processing has been for several years the most common scenario
in which the effectiveness of adversarial examples can be demonstrated. In this
context, the attacks are aimed at creating noise patterns [29] that exhibit two
main characteristics: their superimposition over the original image is invisible to
the human eye, and they cause an error in the classification algorithm. More-
over, algorithms for adversarial images corruption can heavily exploit the very
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large number of features (i.e., all the pixels of the image), as well as their scale
of variability depending on the adopted encoding, so that the ascent along the
gradient can proceed simultaneously in multiple directions at the same time. In
other application domains, understanding the best way to corrupt the input with
adversarial noise can be very challenging. For instance, considering a malware
detection algorithm based on the APT calls made by a software [15], one possi-
ble adversarial noise may consist in adding innocuous calls [5], while preserving
the malicious behavior of the software. In an ambient intelligence scenario [4],

energy-saving system [13]. Assumlng the presence of a Management
System capable of identifying malicious entities in a s

mers behavior (e.g., inflating the number o
malicious intent to an intelligent detector ing on smartphones
sensors to recognize the activities carried o
on corrupted labeled data and fail in their iden n task worsening the end
services provided. In other domains, g the final verdict of the
human remains unchanged is not{st . althcare scenario, for
example, it would mean that an ex S alter his judgment in
the face of an altered clinical recordsl dversary’s move consists
in altering the patient’ Y ikely that the final decision made

be regarded as ad i ey share both the final goal to fool
a machine learuing ithy nethodology used to get to the specific
ization problem. In this paper, we
address this issué 1 adversary may alter binary entries in the

G t in order to elude a smart prescription system. In this
mic return is one of the most common motivations to
in the healthcare domain [17], we can imagine as
aceutical company that produces a particular ac-
ants to increase the sales by artificially inflate the number

hich binary entries on the clinical record of the patient need
to be flipped particular, we assume that the target model to evade is a neural
network, whose parameters can be reasonably emulated by probing the smart
prescription service as a black box [6]. The remainder of the paper is organized
as follows. Section 2 discusses recent studies in the field of AML. Section 3 out-
lines the healthcare scenario considered as case study. Section 4 formalizes the
model of the adversary. Section 5 describes the algorithm to generate the adver-
sarial perturbation for the clinical records of the patients. Section 6 presents the
experimental analysis to validate our proposal. Section 7 draws the conclusions.
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2 Related Work

In recent years, AML has been the subject of studies from multiple fields of
inquiry [6]. These are spearheaded by the image processing field, given the easy
demonstrability of how well-designed adversarial examples are potentially lethal.
In [29] for example, the authors formulate a method to create a perturbation
which is strictly constrained in space, in order to craft a sort of sticker that is
similar to real-world noise. By applying such stickers to danger road signs, state-
of-art object detectors are led to completely different predictio hich can be
fatal for self-driving cars. Considering the speech recognition , in [21] multi-

lent sites instead of performing their intended req 4 alware
detection is studied in [24], where a set of in
return statement of ActionScript programs i

false negatives (i.e., malicious applications i gn) without altering
the behavior of the code. In [5] is presented a oach, where the malev-
olent behavior in terms of Windows API calls is xed, while the addition of

benign calls serves the purpose todm of false negatives. The
in mputing scenarios is
ing set of the models
Jou o) e server, and in turn, the
opose a graph matching algorithm
between the graph inferred from data,
location based social networks. Network
intrusion dete i [8], where an autoencoder is em-
ployed to gene ' benign class, which an attacker can
atic detectors: With regard to the healthcare domain,
ated the impact of several attack algorithms against
containing ten vital signs of patients, showing how
d test phase can have perilous implications. How-
precise sequence of steps the adversary has to make
goal, given that the perturbation is a real number which
, and thus, inject into the data in a realistic scenario.

addressed in [30], where false data
in order to alter the aggregated res
service offered to end
to filter outliers accq

Electronic healthcare represents an ideal scenario to describe an adversary attack
because of the strong economic interests that move the pharmaceutical produc-
tion. In this paper we consider a typical scenario, schematically represented in
Figure 1, where Alice and Bob are the doctor and the patient respectively. Bob
reports his symptoms to Alice, who compiles a medical record also including
his personal information, so that a decision about which treatment to prescribe
can be made. In order to refine her decision, Alice relies on a trusted Smart
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Prescription Service on cloud, which is able to n in
the medical record and suggest appropriate the
model beneath this service is a neural netw xt, a pharmaceutical
company infiltrator named Darth, gains an e urn when a drug of its
corporation is prescribed. Darth suggests Alice tall a software in the host
that will interact with the cloud purpose is to optimize
response times and effectiveness escripti . Actually, this pro-
gram performs an AML algorithm el i Prescription Service
and induce the prescription of Dar C ent. In particular, this
middleware software idgnti te es which have to be al-

tered in order to deg i he cloud. Altering just a few features
nce in this scenario, since the Smart

idelines proposed in [6], in this section we frame the model
according to three main aspects: what is the pursued security
breach (attacker’s goal); what is the degree of acquired knowledge on the problem
domain (attacker’s knowledge); what are the concrete viable actions to achieve
the malevolent intent (attacker’s capability).

Attacker’s goal: the adversary carries out an integrity violation of the pre-
dictive algorithm in order to flip its belief without disrupting the system in
the whole, thus protecting himself from the risk of being caught. The attack
specificity is indiscriminate, since the adversary does not make any distinction
between the patients he wants to fool at his benefit. Accordingly, the error speci-
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ficity is specific, as the target label, i.e., the active principle, that the adversary
wants to be prescribed to raise an economic return for his company, is prefixed.

Attacker’s knowledge: we assume the adversary has perfect knowledge
on the domain at hand, in other words, he conducts a white-box attack. The
parameters (weights and biases) and hyperparameters (number of layers, num-
ber of neurons per layer) of the neural network under attack are known to the
adversary, as well as the feature representation of the data. What needs not
to be necessarily known are the portion of samples being part of the training
set, and certain hyperparameters of the training process such a batch size,
the number of epochs, the learning rate, the weight decay r adopted as
regularizer, and the momentum coefficient for gradient de Although these

atory, as the adversary
has no access to the training data, and can on pt data belonging to the
test set. The data manipulation ¢e epend on the particular
scenario we are addressing in th in the form of binary
feature vectors. It is thus clear th ] : respect the range of

, values either of 0 or 1.

leverages the logic behind the Fast Gradient Sign
omputing the gradient of the model’s loss function
input vector x, ground truth label y, and trained
selects the least amount of features whose perturbation
ipitous step taken along the direction of the gradient. In
ace the complete logical flow of the proposed algorithm.

. is executed by the malicious code injected by Darth into Al-
ice’s PC. rst step of the attack consists in computing the forward pass
of the neural network w.r.t. the input vector x Darth wants to perturb. If the
hypothesis of the model ¢ is different from the target label y;4,ge¢, Darth’s ob-
jective is to flip the predicted label for the input vector = to the intended one.
In other terms, the goal of the attack is to find the perturbation ¢ such that
he(z + &) # ¢. First, Darth puts in place a revised version of FGSM [20]. The
traditional approach aims at climbing up the gradient by adding the perturba-
tion £ = e sign(V,L(0,x,y)), for a given € > 0, so that the perturbation vector
£ is composed by values equal to +e. V, symbolizes the gradient taken w.r.t. the
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Algorithm 1 Binary Adversarial Perturbation
Input:
x: the input binary feature vector to perturb;
y: the ground truth label for x;
mask: a binary indicator of alterable features;
0: trained parameters of the neural network;
1: number of binary features the adversary may perturb;
Ytarget: the desired output label.
Output:
d: perturbation to add to the input sample such that: hg(z + &)
§ < ho(x)
0 + zeros_like(x)
if ’g == Ytarget then
return ¢
&« ViL(0,z,y)
Eranked + sort_descending(&, key = abs)
flippable + mask & (x @ sign(§))
counter < 0
for value € &rankea do
10:  if counter == 1) then
11: break
12:  idz « E.index(value)
13:  if flippable[idz] == 1 then

©

14: if z[idz] == 0 then
15: Slidz] + +1
16: else if z[idz] ==d.then

17: O[idzx] + —
18: counter <~
19: return &

rturbed with a small step in its scale of representation, in
re the features may assume a limited set of values (in this

are. Therefore, from the real-valued perturbations vector &,
Darth has a binary perturbation mask to add to the input sample in
order to flipthe neural network’s prediction. Initially, Darth sorts the pertur-
bation vector £ according to the absolute values of its components. The higher
the value in £ for a specific feature, the higher the contribute along the error
that its perturbation will induce, thus becoming the optimum target. Let us now
suppose that the application domain imposes some constraints on the features
that may be altered; we represent these constraints in the form of a binary mask
as input to our algorithm, where the presence of a 1 indicates that the related
feature may be perturbed. This mask explicates those features whose alteration
is risky, because they can easily lead to the possibility of being disclosed during
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the attack. Another input parameter to the attack algorithm is the maximum
number of features ¢ that Darth may alter from the input vector. A single input
feature x; may be altered in two cases:

1. z; == 1 and the perturbation which results from ascending along the gradi-
ent of the loss function has negative sign, i.e. sign(§;) = —, so that x; may
be flipped by adding §; = —1. In other words, a feature v: of 1 can be
altered to 0 only if the sign of the gradient along that fe is negative;

n(él) =+, s0

2. x; == 0 and the perturbation has positive sign inste
that in order to flip z;, §; = +1 may be added.

which is then XORed with the input vector ) 0 as to obtain a True
value only when the input feature is 1 and t ation has negative sign,
and vice versa. We represent sign(§) i tor where 1 stands for the
sign '+’ and 0 for ’-’. The result o S ion i rocessed with a bit-wise

* (£)). This operation
ose features that, if

results in a binary vector, flippal
altered, make the neural network in
concordant with the di
features he may altesfto’d ) 1 network, Darth chooses the 1) features
with maximum alsse i take the gradient’s sharpest stride.

> most Similar manner to the smart prescription service [6].
s justification in the demonstrated transferability property
[16]. When Alice provides Bob’s clinical record to Darth,
he first_deci hreshold ¢ of maximum binary feature values to perturb.

utes oss’ gradient V, of the surrogate model’s parameters with
respect to BOP’s record. The most proficient features to alter are those which
posses three properties: they do not appear in the mask of inconvenient features;
they have the highest correspondent module in V; their alteration is concordant
with the respective sign of V. The perturbed clinical record is then provided to
the smart prescription service, which will return, with high probability, a report
to Alice containing Darth’s intended medicine as the suggested prescription. It
is Darth’s concern to select ¢ as a good trade-off between an higher probability
of subverting the smart prescriber prediction, and a lower probability of raising
Alice’s doubts towards the model’s outcome.
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6 Experimental Analysis

In order to validate our proposal, we adopted the AMR-UTI dataset® [18,23,27],
which contains electronic health records of patients with urinary tract infections.
Each record consists of demographic information, past clinical data such as pre-
vious antibiotic exposure or resistance, and the antibiotic prescription chosen
by a clinician to treat the patient. This dataset, allows to train a model able to
prescribe the so-called “empiric antibiotic treatment”, which the patient should

ersary lies in
ecting any con-

of the train set have been collected durin
specimen in the test set refers to the peri especting this origi-

the test set contains 2618 samples. Among the et, 1892 samples received
4923 the trimethoprim-
sulfamethoxazole (SXT). In the té
rantoin (NIT), the remaining 1260"

paset, we considered the
(which we model through

6.1 The classification network

Experiments were performed starting from an existing neural network®, which
we extended by adding the cross entropy loss function, the softmax activation
layer, the momentum gradient descent, the regularization through weight decay,

! nttps://wuw.physionet.org/content/antimicrobial-resistance-uti/1.0.0/
2 https://github.com/agiammanco94/AIxIA2021
3 https://github.com/RafayAK/NothingButNumPy
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Table 1. Ranges of values for the hyperparameters explored with Random Search.

| Category | Hyperparameter | Min Max |
Number of layers 2 7
Network Number of neurons in 1st layer 50 500
Dataset Number of « features 20 70
Learning rate o le=® 1e7?
Training Weight decay A le™®  1e™®
Momentum v le73  8e!

the random search algorithm for hyperparameters tunin the FGSM [20],

and the attack algorithm proposed in this work. We e

tion proved this architectural choi j i e number of neurons
in the last layer is equal to 2, since th IT and SXT) in the
ion f tployed are the ReLU for

to the adoption of ion procedure described in [22], which
has been proved o combine with ReLU layers.
The f-score oyed to evaluate the effectiveness of

the neural netw if] miore specific, f-score values have been
o classes separately, thus by assuming NIT and SXT
rn. Then, in order to evaluate the effectiveness of the
sis was restricted to the portion of samples of the
k identifies correctly, and we measured the error
.t. the corrupted input samples of a specific class as:

o |ho(x + 8) # class & hg(x) = class = y|
B |ho(z) = class = y|

)

Suthe hypothesis of the model with the trained parameters 6, = is
the set of samples in the test set, § is the perturbation created with the attack
algorithm, and y is the ground truth class.

6.2 Results and discussion

We ran 50 batches of experiments where the neural network architecture hy-
perparameters are sampled from ranges shown in Table 1. For each batch, 50
different samplings of training hyperparameters have been explored while keep-
ing fixed the network structure sharing such values in all neurons, so resulting
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Table 2. F-score and errors of the best performing experiment in each group.

Exp. f-score | f-score error NIT error SXT
NIT SXT 1/1:1‘1#:2‘1/):3‘1/}:4‘1/}:5 w=1‘¢=2‘¢=3‘¢=4‘¢=5
1 0.80 0.72 0.74  1.00 1.00 1.00 | 0.71 096 1.00 1.00 1.00
2 0.73 0.70 0.58  0.87 1.00 1.00 | 0.78 1.00 1.00 1.00 1.00
3 0.64 0.67 0.31  0.70 0.96 1.00 | 029 0.60 084 095 1.00

Table 3. Hyperparameters of the most significant experiments.

‘ Experiment ‘ Neurons K ‘ «
1 145,2 29 6.70e*
2 177,2 42 | 5.40e™*
3 215,2 59 | 5.18¢*

in a total number of 2500 configurations. Result

[20; 30], [31;50], and [51;70]. For the sake
most significant results from each group, w
eters are reported in Table 3. In particular,
selected models w.r.t. the two clas
injection of ¥ € [1,2,3,4,5] bin4
attack algorithm. When the datas
k = 29 most meaningful features

hows the f-scores of the
or percentage due to the
e test data with our
r to select only the

binary feature
is extremely 1
class, thus ﬂlppl
considered

omes

) the direction of the loss’ gradient, it
“characteristic” for the target
gl probability. As the number of features
hlgher quantlty of features needs to be perturbed in

the predictions, in particular, for kK = 42 and xk = 59
ble 2), the best performances of the algorithm are
eatures respectively.

e a more in-depth analysis of the features that have actu-
e experiments carried out, Figure 2 shows the percentage
feature has been chosen by our algorithm, and the corre-

aggregating¢h€ results of the three experiments reported in Table 2. It is im-
portant to note that the percentages of feature selections depicted in the first
heatmap have unitary sum for a fixed value of ¥, meaning that the shown set
of features contains all the perturbed ones. Instead, the percentages of success
due to feature perturbations represented in the second heatmap sum to the er-
ror rate of the model, e.g., when @ = 5 the percentages of success add up to
1, since results shown full model deception in all the experiments by altering 5
features. The most selected feature (38) is related to breathing difficulties, and
it has been chosen for the 13.67% of times across both all the experiments and
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Fig. 2. Heatmaps of the perturbed features by our attack algorithm,
success percentage in changing the prediction of the model.

1) values, leading to success in 8.89% of cases w.r.t. t other per-
turbation attempts. The motivation behind this f; to the
adverse effects of the two active principles. Ind f ni-
trofurantoin assumption? there is pulmonary, t in

approach realized the shrewd behavior of the
for patients who have recently experienced brea

cribing SXT treatment
complications.

7 Conclusions

In this paper, we px C i for the generation of adversarial ex-
amples in scenari i " i records in the form of binary data.
In particular, i may alter the medical record of a
patient in orde V for antibiotic prescription. The ex-
y modifying three fields in the patient
etwork can almost always be induced into suggesting
part of our future works, we want to eliminate the
ameter to filter the dataset. For example, if the
luced by an attack algorithm suggests to modify a feature
equal to 14 days from 0 to 1, then, all the features falling

need to be specified as input to the approach. Finally, we want to investigate the
feasibility of our approach in other smart environments such as university cam-
puses [1], where adversarial attacks aim at disrupting the provision of intelligent
services to users [14].

* https://www.msdmanuals . com/professional/infectious-diseases/
bacteria-and-antibacterial-drugs/nitrofurantoin

® https://www.msdmanuals.com/professional/infectious-diseases/
bacteria-and-antibacterial-drugs/trimethoprim-and-sulfamethoxazole
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