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Annotated Dataset Creation for Fake News
Detection on Online Social Networks

F. Batool1, G. Lo Re2, and M. Morana2

Abstract Social media are powerful platforms for sharing news and opinions, but
their use may also facilitate the rapid spread of false information. Supervised algo-
rithms for fake news detection, ranging from traditional machine learning to deep
learning methods, rely heavily on the quality of training data. This work proposes
a semi-automatic dataset creation technique to support the validation of fake news
detection algorithms. The system aims to generate annotated datasets containing
tweets with detailed information (e.g., text, user data, and relationships between
users and data) and to determine the ground truth by assigning truth values to each
tweet in the dataset. The tests conducted showed the effectiveness of the annotation
process as well as the limitations and strengths of the approaches considered.

1 Introduction

The rapid spread of Online Social Networks, platforms through which users have
the possibility to share information on various topics, has favored the birth of new
communication models. All social networks, X (formerly Twitter) in particular, con-
stitute a powerful means through which users can instantly publish their thoughts
and opinions [2]; on the other hand, this immediate access and the freedom of shar-
ing that derives from it have over the years also led to an increase in disinformation
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phenomena based on the dissemination of false information, known as fake news.
Fake news, considered a threat to democracy, negatively influences politics, eco-
nomics, stock markets, journalism and decreases users’ trust in institutions and real
news. This is why fake news detection systems have been developed with the aim
of distinguishing real information from false information. In the literature, there are
several methods that allow to detect fake news in circulation including: traditional
machine learning methods [5], deep learning methods [11], knowledge-based detec-
tion methods [12], propagation-based detection methods [8], source-based detection
methods [18], which consider some linguistic, temporal, user information-based and
interaction-based characteristics. These models are highly data-dependent, requiring
extensive and diverse datasets to effectively capture the nuances and complexities of
their respective domains. This data intensity is particularly crucial to achieve robust
predictive accuracy and generalizability. The type of information collected from
the datasets depends on the purpose of the application and may vary significantly
between datasets. For example, some datasets focus on gossip facts while others
include political statements. Furthermore, they also differ according to the type of
content that is included (e.g. user responses, source of the statement, etc.), and the
labels that are provided. Datasets are often used as training or validation models.
This means that the quantity and quality of data in the dataset and the number of
labels influence the classification algorithms for fake news detection. These consid-
erations on the one hand highlight the significant influence of datasets on fake news
detection algorithms, but on the other hand shows the limited quality of the infor-
mation contained, signifying the need of a system for the mass collection of tweets.
In this work, a system for collection of most knowledge about tweets and users is
presented. Then the collected dataset is utilized to test unsupervised algorithms for
fake news detection, which are known in literature, to analyze the validity of the
proposed system.

The remainder of this paper is organized as follows: the related work is described
in Section 2. Section 3 presents the proposed methodology. The fake news detection
techniques and the related features are outlined in Section 4. Section 5 discusses the
experimental results. And lastly the work is concluded and future indications are
provided in Section 6.

2 Related Work

Over the past decade, approaches for detecting rumors and fake news predominantly
based exclusively on traditional machine learning techniques. These methods in-
clude Decision Tree [1], Random Forest [7], Linear Regression, Bayesian algorithm
[9], and SVM (Support Vector Machine) [7]. Recently, advances in deep learning
have led to the use of more sophisticated methods, such as Convolutional Neural
Networks (CNN) [3], Recurrent Neural Networks (RNN), Long Short Term Mem-
ory (LSTM) [10], Attention Mechanism [20], and Joint Learning [16]. Despite their
predictive capabilities, these models have notable limitations in capturing the lin-
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guistic intricacies of the news content. These limitations emphasize the need of de-
velopment of new and advanced solutions.

A major challenge in this field is the quality of available data, which varies based
on the dataset’s objective, labels, and content. Some datasets rely on automatic la-
beling rather than manual verification, affecting algorithm performance. To address
this, researchers use unsupervised learning [13]. For example, the study by Hos-
seinimotlagh [6], used tensor-based modeling and an ensemble method was also
introduced to combine results from different tensor techniques, improving detection
reliability and precision. Wang et al. [21] proposed an Expectation-Maximization
(EM) algorithm to estimate source reliability and evaluate observation correctness
in truth-finding. EM is an iterative algorithm used to estimate model parameters
when data is missing. It is useful for determining the truthfulness of claims made by
unreliable users, like those on X. EM starts by assuming initial reliability for each
user, then calculates the probability of each claim being true. Based on these proba-
bilities, it updates the users’ reliability scores. The algorithm alternates between the
E-step (estimating truthfulness) and M-step (updating reliability), refining estimates
until convergence, where the truth of claims and user reliability are optimized. En-
hanced methods like the Constrained EM (CEM) algorithm [14] improved accuracy
by incorporating multi-modal data and heuristic penalties. This model introduces
a constraint based on the number of independent features supporting a claim. The
constraint ensures that the probability of a claim being true is higher when supported
by multiple independent sources providing evidence. Shao et al. [13] introduced un-
supervised approaches like EM-Multi, CEM-Multi, and PEM-MultiF, further boost-
ing estimation accuracy by using multi-modal data and penalties. Building on their
work, our study evaluates these models while incorporating detailed semantic pro-
cessing to enhance their performance in fake news detection.

3 Methodology

The problems related to the evaluation of fake news detection methods and the need
for annotated datasets, highlighted earlier have led to the experimentation of a sys-
tem for the mass collection of tweets, with semi-automatic annotation. The proposed
system includes a phase for collecting tweets, with all the related information, and
also consists of a phase that allows for the attribution of a truth value to the col-
lected tweets. The goal of the system is to create a dataset containing tweets and
all the necessary information associated with them, with the aim of helping the re-
search community by providing a tool to create annotated datasets and help in the
definition of new techniques. In order for the performance of the algorithms to be
evaluated, a procedure is needed that allows determining a Ground Truth, and there-
fore establishing whether each tweet contained in the dataset is fake news or real
news.

The system is characterized by a modular architecture, and therefore includes a
sequence of phases as outlined in Figure 1.
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Fig. 1 System Overview.

The input to the system is a set of keywords related to certain topics, including
politics, news, health and gossip. The X platform provides APIs through which it
is possible to obtain certain tweets in a simple and unique way. The API provides
access to a set of methods that allow you to obtain a large amount of information
about tweets. The response is made up of all the related attributes, including: tweet
text, tweet id, creation date, URL or mentions in the tweet, number of likes, number
of retweets, media attached to the tweet, hashtags and much more. There is also
information about the user who published the tweet: user name, user id, account
creation date, number of followers, number of friends, user timeline etc. Tweets can
be obtained either from their identifier, or from a word present in the tweet. In this
case, tweets were obtained from a set of keywords, both because tweet IDs are not
available, and because in this way tweets related to a specific topic can be obtained.
So, for each keyword present in the input set, a request must be made to the X
platform via the relevant API method. For data collection, the python library tweepy
was used, which allows access to the X API in a simple way.

The obtained collection constitutes the input of the topic detection phase, which
aims to group tweets by clustering semantically similar ones, representing the same
claim. Clustering requires vectorizing tweets into numerical form, which is done
using a binary matrix where rows represent tweets and columns represent words.
The presence of a word in a tweet is marked with 1 using the CountVectorizer. Then,
the DBSCAN (Density-Based Spatial Clustering of Applications with Noise) [4]
algorithm is used. DBSCAN connects points based on density, identifying regions
with similar densities and isolating outliers. It does not require a predefined number
of clusters and can detect clusters of arbitrary shapes. The algorithm only needs two
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parameters: a radius R and a minimum number N of points, which are determined
by evaluating clustering performance through the Silhouette coefficient [19]. The
highest Silhouette coefficient, which ranges from -1 to 1, is used to select the best
parameters, with higher values indicating better clustering.

Si =
Dminout

i −Davgin
i

max(Dminout
i ,Davgin

i )

Here Davgin
i indicates the average distance of a point of a cluster from the points

of its own cluster, while Dminout
i represents the minimum average distance of a point

from other clusters different from its own. The clustering thus provides the output
containing; CLAIM, which represents the cluster identifier; NUM OF TWEETS,
which represents the number of tweets that make up the cluster; LIST OF ID, which
includes a list of tweet IDs assigned to the clusters and LIST OF TEXT, which in-
cludes a list of the texts of the tweets assigned to the cluster. This output is forwarded
to the next component for the topic summarization.

Once the tweets have been grouped into clusters, the next step is to determine
the claim that is represented by each individual cluster obtained. For this purpose,
the LexRank approach is used which is based on the fact that a sentence similar
to many other sentences in the text has a high probability of being important. The
more frequent the sentence, the higher the rank, which constitutes the priority of
being included in the summarized text. This approach is suitable for the purpose,
since the most frequent sentences in the tweets are most significant for the fact rep-
resented. LexRank summarizes the text and provides following attributes; CLAIM
representing the claim identifier; LIST OF ID having a list of tweet IDs assigned
to the clusters; LIST OF TEXT, which includes a list of the texts assigned to the
clusters; and LEX RANK SUMMARY TEXT includes the the summary obtained
from the LexRank model.

The next phase regards obtaining facts. To this aim, Google Fact Check Tools is
used to perform queries by one or more keywords, through which you can obtain
facts annotated by the most popular fact-checking sites. Since the search must be
performed through keywords, a process is needed that, starting from the text of the
claim determined by the summarization, allows you to obtain a set of keywords.
When processing input, requiring all words to be present in the facts reduces the
likelihood of finding relevant information, as each fact must include all input words.
This phase aims to remove non-essential words from the claim texts while maintain-
ing their original meaning. Keywords extraction significant from the claims was per-
formed by means of spaCy library which returns INITIAL KEYWORDS, which are
the tokens resulting from the grammatical filtering and DEFINITIVE KEYWORDS
constituting the list of words obtained from the second and final filtering. These two
attributes along with the CLAIM and LEX RANK SUMMARY TEXT from the
previous step are forwarded to the next step. Once a set of significant keywords
has been obtained for each claim, a request is made to the Google Fact Check sys-
tem specifying the set of keywords and Politifact.com and Snopes.com as the fact-
checking sites. The response obtained from the system is a set of annotated facts.
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For each fact-checking site considered, it is necessary to transform the ratings of
the relative site into the two classic truth values: True or False. To assign a single
truth value to a claim in the dataset, the following method is used: if only one fact is
retrieved, its truth value is assigned to the claim. When multiple facts are obtained,
the truth value of the fact most similar to the claim is used. Texts of all facts and the
claim are vectorized using sklearn’s CountVectorizer, converting them into binary
vectors indicating word presence. The claim vector is then compared to fact vectors
using Euclidean distance, and the truth value of the closest fact is assigned to the
claim. Finally, the system-generated annotation is manually verified to ensure the
accuracy of assigned truth values. If the fact corresponding to the claim aligns in
terms of information content and meaning, the truth value associated with the fact
is assigned to the claim. Conversely, the opposite truth value is assigned if the fact
conveys the opposite meaning or denies the claim. In cases where the statements of
the fact are unrelated or neutral (not attributable to either True or False), the claim in
question is assigned the attribute Undetermined. Tweets with Undetermined or Un-
known values are discarded, leaving only True and False tweets to evaluate the fake
news detection algorithms. Additionally, a dataset of users’ followers was collected
to enable analysis of user relationships. The tweepy Python library’s api.friends()
method was used to gather the 20 most recent followers for each user.

4 Feature Analysis and Detection Techniques

To evaluate the proposed methodology, different established methods from the lit-
erature were selected namely EM [21], EM-MultiF [13], CEM [14] and PEM [13].
EM iteratively estimates user reliability and claim truthfulness. Starting with initial
assumptions it calculates claim probabilities, and refines estimates through alternat-
ing E-steps and M-steps until convergence, optimizing both parameters. EM-MultiF
incorporates additional features beyond source reliability, like whether the tweet
contains an image or a URL. It aims to leverage these features to improve truth
discovery. While PEM penalizes the probability of a claim being false if it has sup-
porting features (like images or URLs). The idea is that claims with more supporting
evidence are more likely to be true. Lastly, based on the number of independent fea-
tures supporting a claim, CEM ensures that the probability of the claim being true
is higher when supported by multiple independent sources providing evidence.

These methods exploit information about the associations between “subjects and
claims”, “features and claims”, and the relationship between the claim author and
his ancestor in the social graph. These features are represented using three matrices:
SC, FC, and D respectively.

Association between Author and Claims: The SC matrix includes the authors
of tweets, on the rows, and claims as column. The information needed to execute
the algorithm is the informative content of the tweet, and therefore the semantic
meaning. For example, considering the tweets “Today is Brad Pitt’s 57th birthday”
and “57 years ago Brad Pitt was born”. Although the two sentences just reported are
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different from a lexical point of view, the informative content of both is the same.
Clustering is used to achieve this aim.

Associations between Features and Claims: The FC matrix contains features
about i) presence of images, ii) presence of URLs, and iii) claim reported by at
least two independent sources. Such a FC matrix represents the relationship between
claims and features, with rows for features (three total) and columns for claims. If
claim C j contains feature Fk, the cell is set to 1; otherwise, it is 0. For example, if
the claim in column 6 includes an image, F0C5 = 1. The same applies for URLs. For
the third feature, independent sources reporting similar claims are marked with 1.
The matrix uses binary indicators without checking the actual content of images or
URLs.

Associations between Claim and Author’s Ancestors: The D matrix reports the
authors on the rows and the claims on the columns. In this case, the information is
the relationship between the author’s ancestor and the claim. The cell of the matrix
D corresponding to the source Si and the claim C j will have the value 1 if there is at
least one ancestor of Si who has report the claim C j.

5 Results and Discussion

The dataset collected using the proposed method consisted of 106,901 tweets and
4301 clusters representing claims. Among these, 57,413 tweets were classified as
noise points and not associated with any claim, leaving the remaining tweets for
further analysis. Of the 4,301 claims, the Google Fact Check system annotated 4,245
as Unknown, 9 as Undetermined, 6 as True and 41 as False. Therefore, 47 claims
containing 667 tweets and 653 users were used for the analysis.

For the comparison of proposed method, this study employs two publicly avail-
able datasets. The first dataset consists of news articles from Politifact and Gos-
sipcop1, containing tweet IDs, URLs, and titles. The second dataset was collected
from a Dropbox repository [17]. The former exhibits a significant class imbalance,
while the later is balanced as outlined in Table 1. As mentioned above the fake
news algorithms utilize features described in Section 4. The dataset generated by
proposed method already consists of these features. For the public datasets, to re-
trieve detailed tweet data, the X API is used to extract tweet content, metadata,
and user information such as ID, bio, and follower counts. For constructing the SC
(source-claim), FC (feature-content), and D (dependency) matrices, the API helps
map tweet-author relationships and build an influence graph. Retweets and follower-
following data are combined to identify ancestor-descendant relationships between
users. The api.show friendship() function is used to verify these relationships, form-
ing the basis for constructing the matrices. The dimensions of feature matrices and
their values of each dataset are shown in Table 2, while Figure 2 shows the count of
presence (1) and absence (0) of images and URLs in each dataset.

1 https://github.com/KaiDMML/FakeNewsNet
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Table 1 Information about the datasets adopted.

Dataset Imbalanced Balanced Proposed
Users 1554 495 653

Tweets 4285 682 667
True Claims 168 101 6
False Claims 638 135 41
Total Claims 806 236 47

Features 3 3

Table 2 Feature Matrices’ dimensions and values.
Imbalanced Dataset Balanced Dataset

Matrix Dim Number of 1s Number of 0s Dim Number of 1s Number of 0s
SC 1554 × 806 3246 1249278 495 × 236 591 116229
FC 3 × 806 1235 1183 3 × 236 303 405
D 1554×806 0 1252524 495×236 0 116820

Fig. 2 Comparison of Images and URL Combinations in Datasets.

The four algorithms introduced in Section 4 were extensively tested to determine
their optimal working parameters. In case of EM and EM-MultiF, fraction refers to
a parameter that determines the subset of the data to be considered in each iteration
of the algorithm. In this case, the fractions for EM and EM-MultiF were analyzed
across a range of values from 0.2 to 0.9, with the optimal value found to be 0.9
for both algorithms. For PEM the parameter α controls the penalty applied during
the estimation process, influencing how much emphasis is given to the reliability of
sources. The optimal value of α found for PEM was 0.8 from the values ranging
from 0.1 to 0.8. For CEM the parameter λ is related to the constraints imposed on
the estimation process, affecting how much weight is given to these constraints. The
optimal value of λ found for CEM was 0.8.
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Table 3 Performance of models on three datasets.
Dataset Algorithm Accuracy Precision Recall F1-score

Balanced (train)
EM 0.62288 0.61057 0.94074 0.74052

EM-MultiF 0.66949 0.64467 0.94074 0.76506
PEM 0.64406 0.65644 0.79259 0.71812
CEM 0.65670 0.63910 0.91850 0.75370

Imbalanced (test)
EM 0.799 0.83147 0.93573 0.88053

EM-MultiF 0.79528 0.83263 0.92789 0.87768
PEM 0.77295 0.83604 0.88714 0.86083
CEM 0.74193 0.84789 0.82131 0.83439

Proposed (test)
EM 0.78723 0.87804 0.87804 0.87804

EM-MultiF 0.78723 0.87804 0.87804 0.87804
PEM 0.76595 0.87500 0.85365 0.86419
CEM 0.74468 0.87179 0.82926 0.85000

The models are applied to the two public datasets, as well as to the one gener-
ated by the proposed system. The balanced dataset was used for training the mod-
els and other two datasets i.e., imbalanced and proposed, for testing, reflecting the
real-world imbalance typically observed in fake news scenarios. As illustrated in
Table 3, all models show good performance on the testing datasets. However, the
performance is sightly lower on the imbalanced dataset, which could be due to the
class imbalance. While the proposed dataset, despite sharing a similar imbalance,
includes features and patterns that enhance model performance, maintaining a clear
balance between the metrics. A different view of the comparison between the results
achieved on the testing datasets is proposed in Figure 3. It is worth highlighting also
the effectiveness of the proposed data collection method, where all necessary data
is readily available, eliminating the need to construct separate feature matrices for
evaluating each model and to use Twitter APIs, which can be time-consuming and
subject to rate limits. The main advantage of the system-generated dataset over tra-
ditional datasets is that it simplifies the process of creating annotated datasets for
evaluating and testing fake news detection algorithms.

Additionally, this study offers valuable insights into the performance of fake
news detection models based on the obtained results. When comparing EM (user
reliability-based) with EM-MultiF (which includes images and URLs), there was
little performance improvement from adding content features, suggesting that mul-
timedia presence alone is not a strong indicator of truth. EM and EM-MultiF out-
performed PEM and CEM, possibly due to the limitation of later in handling com-
plexities in user-claim relationships. It is important to note that the user relationship
matrix (D) lacked data, limiting the algorithms’ ability to leverage user influence,
thus affecting overall performance.
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Fig. 3 Performance of models on public dataset and dataset obtained by proposed model.

6 Conclusion

The primary goal of this research was to create a comprehensive dataset for fake
news detection algorithms to help them learn the nuanced patterns of data more
effectively. The proposed approach provides a more accurate attribution of truth
values which is a key factor for a reliable model evaluation.

The dataset was used to evaluate the performance of four unsupervised models:
EM, EM MultiF, CEM, and PEM. For comparison, two publicly available datasets
were also analyzed. The results demonstrated that the imbalanced dataset and the
dataset generated by the proposed method yielded comparable outcomes, with the
proposed dataset offering more consistent and balanced metrics. These findings con-
firm that the proposed method is not only effective for evaluating fake news detec-
tion models but also advantageous in producing reliable and balanced results. By
streamlining the data collection and preprocessing process, this method enables re-
searchers to directly utilize a complete and well-structured dataset, saving time and
resources while enhancing the accuracy of evaluations.

Future work could focus on refining user relationship modeling by incorporating
more engagement types (e.g., likes) and exploring alternative data sources. Enhanc-
ing data retrieval to include complete user-pair information could improve results.
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