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Abstract

The modern business world is characterized by dynamic markets and contin-
uous technological advances. To cope with these trends, organizations must
become more flexible. The knowledge, considered as a new factor of produc-
tion, becomes a key element in business processes. In the last few years, the
enterprises awareness about the worth of a correct knowledge management
is grown exponentially. The use of Knowledge Management tools within the
organization is became a best practice.

The knowledge, additionally, is strictly linked to the capability to per-
form effective actions. Who knows is able to make a correct decision and
to act consequently. Making decisions concerning complex systems (e.g., the
management of organizational activities, industrial processes or the control
of robotic device in complex environment etc...) often is a task that exceeds
human cognitive capabilities. This is because many variables of the system
are involved in complex interdependencies and predicting the total outcome
may be very difficult. The human intuitive judgment and decision making
become far from optimal to grow of complexity of the decision process.

In many situations the quality of decisions is important, overcoming the
deficiencies of human judgment is an important issue in the scientific com-
munity.

Two main problems concerning ICT enterprises are deeply addressed in
this dissertation: Software Reuse and Project Selection.

Software Reuse is not only a technology problem but fundamentally a
knowledge management problem. Reuse can be defined as further use or
repeated use of an artefact. A new product is created by taking applicable
assets from the asset base. A correct knowledge management allows finding
candidate assets for reuse from asset base.
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Project Selection concerns the choose of the best among alternative pro-
posals on the basis of cost-benefit analysis. In order to decide which of the
proposed projects should be selected, a number of factors must be consid-
ered. In fact, each project has its own complexity and includes environmental
advantages and disadvantages, tangible and intangible benefits, costs, allo-
cation of human and hardware resources and many others.

In this thesis, I present a novel fusion of Artificial Intelligence techniques
in order to cope different aspects of knowledge management from knowledge
representation to decision making. I show how the ontologies are applicable
and effective means for supporting knowledge representation, how to find
reusable software components by means of a rule based expert system and
how the Bayesian networks and Fuzzy systems can be integrate knowledge
to support decision processes under uncertainty.

I proposed a model for uncertainty reasoning, in order to cope not only to
the unpredictability of some events that are intrinsically linked to the mar-
ket environment, but also to overcome the vagueness and subjectivities of
human judgments. This model is based on a fuzzy reasoning, which allows
evaluating the complexity of an ICT projects unifying the contribution of
several factors that complicate a project, and on a Bayesian network able to
estimate the feasibility of a project on the basis of the evidence derived from
fuzzy reasoning.

This research was applied to the realization of Kromos, a product of col-
laboration between the Computer Engineering Department of Palermo Uni-
versity and the Sicilian local Government ICT society, Sicilia e-Innovazione.
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petition with my mother for getting the phone. I thank my husband, Diego,
for his love and all the little sacrifices that he made for me in the last years.

Finally, most important of all, I thank my son, Michele, whose birth has
enlightened my life.

v



Contents

Sommario i

Abstract iii

Acknowledgement v

Glossary x

Introduction 1

1 Organizational Knowledge Management 5
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Knowledge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2.1 Knowledge Categorization . . . . . . . . . . . . . . . . 8
1.3 What is the Enterprise Knowledge Management? . . . . . . . 9

1.3.1 The SECI Model . . . . . . . . . . . . . . . . . . . . . 9
1.4 Knowledge Management System . . . . . . . . . . . . . . . . 11

1.4.1 Knowledge Based System . . . . . . . . . . . . . . . . 12
1.4.2 Ontology for Knowledge Representation . . . . . . . . 13

1.5 Overview of State of the Art . . . . . . . . . . . . . . . . . . . 15

2 Expert Systems for Decision Support 17
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Expert Systems . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Jess - Java Expert System Shell . . . . . . . . . . . . . . . . . 20
2.4 Reasoning with Uncertainty . . . . . . . . . . . . . . . . . . . 21

2.4.1 Probabilistic Reasoning . . . . . . . . . . . . . . . . . . 21
2.4.1.1 Probability Theory . . . . . . . . . . . . . . . 22
2.4.1.2 Bayesian Network . . . . . . . . . . . . . . . 25

vi



2.4.1.3 Decision Network . . . . . . . . . . . . . . . . 27
2.4.2 Fuzzy Reasoning . . . . . . . . . . . . . . . . . . . . . 28

2.4.2.1 Fuzzy Logic . . . . . . . . . . . . . . . . . . . 28
2.4.2.2 Fuzzy Sets . . . . . . . . . . . . . . . . . . . 29
2.4.2.3 Fuzzy Expert System . . . . . . . . . . . . . . 30

2.4.3 Probability and Fuzzyness . . . . . . . . . . . . . . . . 31

3 Kromos: A KMS for ICT societies 33
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Requirements Analysis in Business Environments . . . . . . . 34
3.3 Kromos Framework . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3.1 Case of Study . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.2 Kromos Architecture . . . . . . . . . . . . . . . . . . . 38

3.4 Knowledge Representation and Storage . . . . . . . . . . . . . 39
3.4.1 Kromos Knowledge Base . . . . . . . . . . . . . . . . . 39
3.4.2 Kromos Ontologies . . . . . . . . . . . . . . . . . . . . 40

3.4.2.1 The Domain Ontology . . . . . . . . . . . . . 40
3.4.2.2 The Project Ontology . . . . . . . . . . . . . 41

3.5 Document Management Subsystem . . . . . . . . . . . . . . . 42
3.6 Decision Support Subsystem . . . . . . . . . . . . . . . . . . . 43

3.6.1 Use of Decision Support System in Project Planning . 44
3.6.2 Evaluation of Project Functionality Reuse . . . . . . . 44

3.7 Kromos Platform Interface . . . . . . . . . . . . . . . . . . . . 45
3.8 Simulation Results and Discussion . . . . . . . . . . . . . . . . 45

4 An Ontology-based Expert System for Knowledge Reuse 49
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Problem and Tools . . . . . . . . . . . . . . . . . . . . . . . . 50

4.2.1 Reuse . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.2 Ontology . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2.3 Java Expert System Shell . . . . . . . . . . . . . . . . 52
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Glossary

Best Practice

A process or methodology that has been proven to work well and pro-
duce good results, and is therefore recommended as a model. iii

Data

Facts, measurements or observations 6

Database

A base which contains data and information extracted from the govern-
ment databases, external databases, decision makers. personal databases.
It also includes summarized data and information most needed by de-
cision makers. 8

Decision Support System (DSS)

An integrated set of computer tools that allows a decision maker to
interact directly with to make unanticipated decisions. 17

Expert System

The branch of artificial intelligence that develops computer programs
to emulate a human expert in a specific application domain. 18

Explicit Knowledge

Explicit knowledge can be written down and captured in books, reports
and databases. It is relatively easy to transfer from one person to
another and does not necessarily require a face-to-face conversation 8
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Individual Knowledge

Individual knowledge can be defined simply as knowledge possessed by
the individual. This knowledge is most often tacit unless the individual
possesses explicit knowledge that is not shared with anyone or any
organization other than the individual. 9

Information

Information is interpreted data or data in context. 6

Information and Communication Technology(ICT)

A term encompassing the physical elements of computing, including
servers, networks, and desktop computing, that enable digital informa-
tion to be identified, created, stored, shared, and used. 9

Intangible assets

The non-physical resources and rights of an organization. The intangi-
ble assets of an organization are those assets not traditionally accounted
for in the financial balance sheets of an organization - assets such as
brands, patents, copyrights, knowledge, know-how and customer loy-
alty. Many organizations now believe that these assets represent such a
significant proportion of the value of the organization that they should
be included in the balance sheet. 34

Intellectual Capital

Knowledge that is of value to an organization. 11

Know How

The ability to cause a desired result. This may be the most valuable
Knowledge element of all. It is usually used to refer to knowledge and
experience that has been recorded in context so that it can be used to
make decisions and solve problems efficiently. 8

Know What

The known facts. This kind of knowledge is normally closer to infor-
mation, as it can be more easily codified and/or easily communicated
8

Knower

The Knower is the person or people who are responsible for knowledge,
a knowledge domain, or set of documents. The knower or knowledge
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owner is responsible for keeping the knowledge and information current,
relevant, and complete. 6

Knowledge

Knowledge is information in action or information transformed into the
capability for effective action. Taking action and building experience
turns information into knowledge. 6

Knowledge Base (KB)

A special kind of database for knowledge management, providing the
means for the computerized collection, organization, and retrieval of
knowledge. Also a collection of data representing related experiences.
18

Knowledge Based System(KBS)

A system that helps decision makers by providing artificial intelligence
assistance and knowledge information based on the experience of ex-
perts in related fields in decision-making processes and problem-solving
processes. 12

Knowledge Management

Systematic approaches to help information and knowledge emerge and
flow to the right people, at the right time, in the right context, in the
right amount and at the right cost so they can act more efficiently and
effectively 5

Knowledge Worker

A staff member whose role relies on his or her ability to find, synthesize,
communicate, and apply knowledge. 73

Knowledge-based Economy

A knowledge driven economy is one in which the generation and ex-
ploitation of knowledge has come to play the predominant part in the
creation of wealth. 9

Kromos

A Knowledge Management System for ICT societies 33

Ontology

The science or study of being. A formal, explicit specification of a
shared conceptualization. A shared and common understanding of
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some domain that can be communicated across people and computers
An ontology describes the subject matter using the notions of concepts,
instances, relations, functions and axioms. Concepts in the ontology
are organized in taxonomies through which inheritance mechanisms can
be applied. 13

Operational Knowledge

The knowledge and information required by employees in order to deal
effectively with day-to-day problems. 57

Organizational Knowledge

Organizational knowledge is the capability members of an organiza-
tion have developed to draw distinctions in the process of carrying out
their work, in particular concrete contexts, by enacting sets of gener-
alizations whose application depends on historically evolved collective
understandings. 9

Project Selection

Choosing the best among alternative proposals on the basis of cost-
benefit analysis 59

SECI Model

A model of how knowledge is created through the different interactions
between explicit and tacit knowledge. 10

Software Reuse

Software reuse is the process of creating software systems from existing
software rather than building software systems from scratch. 49

Tacit Knowledge

Tacit knowledge is essentially impossible to write down. It resides
mostly in people’s heads. It is hard to transfer from one person to
another. It must be gained by dialog and personal experience. 8

1

1Many definitions come from BSI Knowledge Management Vocabulary
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Introduction

Organizations are the pillars of human societies. They can be seen as liv-
ing entities composed of individuals whom execute a set of activities. These
activities are the result of the collective work of the members of the orga-
nization in order to achieve an organizational objective. To perform each
individual activity it is essential to own appropriate domain knowledge.
In addition nowadays most companies work in complex application contexts
which create huge amounts of information. The whole knowledge used by
an organization for its functioning forms the so-called organizational knowl-
edge . Moreover, the markets and their competitive pressure are continuously
growing, the organizations must react quickly to changes in their domain; in-
formation loss may lead to a missed opportunity. In each environment, it
is essential an organizational infrastructure that coordinates and supports
the activities of the members and manages the intellectual capital of the
enterprise - the knowledge.

For this reason, organizations are constantly searching for new solutions
to adapt to new conditions in order to survive in these increasingly competi-
tive environments. It appears very useful for companies to have awareness of
their own information, contained in documents, enterprise processes, acquired
experiences and so on. The great amounts of data impose the adoption of
new computer-based information systems which enable the storage of struc-
tured data and the automation of the information-processing activities of the
organization.

Enterprise Knowledge Management classifies knowledge as an organiza-
tional asset for competitiveness and survival. It studies methods and com-
puter technologies to increase value, reuse and access of knowledge. KMSs
represent information systems which manage organizational knowledge with
the purpose of increasing the productivity of knowledge operators.

1



The work I am presenting in this thesis was carried out during my Ph.D,
and it concerns the modeling of a Knowledge Management System to de-
cision support and knowledge representation. My research was applied to
the realization of Kromos, a product of collaboration between the Computer
Engineering Department of Palermo University and the Sicilian local Gov-
ernment ICT society, Sicilia e-Innovazione. In this thesis, I will show how
the ontologies are applicable and effective means for supporting knowledge
representation, how to find reusable software components by means of a rule
based expert system and how the Bayesian networks and Fuzzy systems can
be integrate knowledge to support decision processes under uncertainty. In
particular I will discuss the creation of an expert system, focusing on two
issues concerning ICT enterprises: the Selection of Projects and Software
Reuse.

Publications Parts of the work in this thesis have been published in
several referred conference proceedings in the fields of Artificial Intelligence
and Knowledge Management.
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Technologies, ICSOFT, 2009, pp.318 - 325.

P. Ribino, A. Oliveri, G. Re, and S. Gaglio, A Knowledge Management
System Using Bayesian Networks in Ai*Ia 2009: Advances in Artifi-
cial Intelligence: XIth International Conference of the Italian Associ-
ation for Artificial Intelligence, Reggio Emilia, Italy, December 9-12,
2009,Proceedings. Springer, 2009, p. 446.

Other publications
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S., Fuzzy fusion in multimodal biometric systems, in Proceedings of the
11th international conference, KES 2007 and XVII Italian workshop on
neural networks conference on Knowledge-based intelligent information
and engineering systems, 2007, pp.108–115.
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Structure of the Thesis This thesis is organized in 6 chapters. The
first two chapters are a guided tour of relevant literature. The remaining
chapters describe the general architecture of the system.

Chapter 1 - Organizational Knowledge Management In this chapter
a brief introduction about the Knowledge Management as a new re-
search field is given. Concepts such as knowledge and organizational
knowledge are defined. Finally the Knowledge Management Systems
and a brief state of the art are argued.

Chapter 2 - Expert Systems for Decision Support This chapter gives
a brief overview of the theoretical foundations of the expert systems
for decision support. In the several sections will be reviewed the main
features of an expert system and its application for decision support.
Particular attention is paid to the rule-based expert system and to rea-
soning with uncertainty. It reviews, specially, the principles underlying
the application of the Bayesian probability theory and Fuzzy logic to
treatment of uncertainty in decision support systems. Moreover, it ex-
ploits the potentiality of the probabilistic tools (such as Bayesian belief
networks and influence diagrams), and fuzzy logic tools in order to built
decision support systems.

Chapter 3 - Kromos: A KMS for ICT Societies This chapter presents
an overview to the features of Kromos Platform, a KMS developed for
an ICT company of Sicilian government, and its architecture. In par-
ticular we rough out the main components of the system that are the
Document Management component and the Decision Support compo-
nent.

Chapter 4 - An Ontology-based Expert System for Reuse The chap-
ter shows an Ontology-based Expert System to enterprise knowledge
reuse that has been integrated in Kromos Platform. In order to deal
with the issues of the enterprise knowledge management, the approach,
illustrated in this chapter, separates knowledge content into project’s
knowledge, which describes relevant concepts of software’s projecting
and into domain’s knowledge, which represents the structure of gov-
ernment’s offices. In addition, an ontological representation about the
enterprise knowledge and an inference engine to extract new knowledge
are presented.
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State of the art 
chapter 2 

Context 
chapter 1 

Contribution 
chapters 3,4,5 

Future work 
chapters 6 

Conclusion 
chapters 6 

Fig. 1: Structure of the thesis.

Chapter 5 - Optimizing ICT Project Planning Process In this chap-
ter is introduced the Enterprise planning process as an important issue
in business environments. When a new project must be developed,
the project managers have planning the activities required to reach
own goals. In order to achieve these objectives, the managers must
be taking into account some issues. In this chapter is given particu-
lar attention to optimize Project Planning Process in Information and
Communication Technology (ICT) organizations. Especially are taken
into account some factors that can influence this process, defining a
decision support system that performs two kind of reasoning: fuzzy
reasoning and a probabilistic reasoning.

Chapter 6 - Conclusion and Future Works Finally, in this chapter I
draw conclusions and show my future directions.

As shown on the figure 1, the dissertation follows a logic progress from
generic concerns to specific contributions. I have tried to give different infor-
mation to make this document reasonably self-consistent for a linear reading.
I sincerely hope that the readers of these pages will find useful information to
build new knowledge that is, what is more, the high-level goal of this work.

Patrizia Ribino
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Chapter 1
Organizational Knowledge
Management

In this chapter a brief introduction about the Knowledge Management as
a new research field is given. It will be defined concepts as knowledge and
organizational knowledge. Finally the Knowledge Management Systems and
a brief state of the art are introduced.

1.1 Introduction

The modern business world is characterized by dynamic, changing markets
and continuous technological advance. To cope with these trends, organiza-
tions must become more flexible. The knowledge, considered as a new factor
of production, becomes a key factor in business processes.
Knowledge Management(KM) is intended as an integrated approach to reach
organizational goals by placing particular attention on knowledge. KM sup-
ports and coordinates the creation, transfer and application of individual
knowledge in business activities. The major benefits of KM for organizations
include:

Improved capacity for organizational learning and a greater potential
for action.

Knowledge-based value creation processes.

Increased competitiveness.

Long-term security and survival.

5



CHAPTER 1. ORGANIZATIONAL KNOWLEDGE MANAGEMENT 6

The following sections present briefly some key concepts related to knowl-
edge management field, introducing principally the main subject at issue, the
knowledge and its features.

1.2 Knowledge

In order to fully understand what actually the Knowledge Management is, it
is essentially comprehend the concept of knowledge and its features.
Knowledge is defined by Davenport and Prusak (1998) [1] as a fluid mix
of framed experience, values, contextual information, and expert insight that
provides a framework for evaluating and incorporating new experiences and
information. It originates and is applied in the mind of knowers. In organi-
zations, it often becomes embedded not only in documents or repositories but
also in organizational routines, processes, practices, and norms .

A common mistake is to identify with the term knowledge what are only
information or merely data. This usually leads to consider the KM as a
simple data manager or information system. In order to avoid confusion it
is necessary to understand the evolution process that leads from data to be-
come knowledge (Fig:1.1).

Consciousness 

Set of facts event related 

        Semantic interpretation of data 

Strongly tied up to the people 
 Goal oriented 
 Context dependent 

Fig. 1.1: Knowledge pyramid.

The data are symbolic representations of facts events related without
meaning, so they not constitute a basis for any kind of action. When a datum
is linked to a context, the context enriches the datum of a meaning. The
data thus turned into information . The concept of knowledge is much wider
than the previous. The knowledge comes from the information and evolves
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by means of individuals. It is the result of experience and it is strongly
related to expert skills. The shift from information to knowledge involves
two processes: the selection of information and integration with the domain
of knowledge already gained. The selection process of the information is
handled by the objective of the knowledge. So the information are reviewed
and retained in proportion to help us to achieve the goal of knowledge. The
selection process is followed by the integration process, through which the
information is integrated into the knowledge domain of the individual.
Unlike the information, knowledge has implications for decision-making, in
other words who knows is able to act in certain circumstances within a given
context. Human beings use their memory to perform any kind of actions.
The stimuli from environment produce cognitive processes in the brain, which
change the state of the memory. So, individual knowledge can be defined as
the set of all possible memory states linked to possible actions.

Generally, the knowledge shows the following characteristics (Fig:1.2):

1. it is created dynamically through changing of the memory states.

2. it is intrinsically linked to people.

3. it is a prerequisite for human action.

Knowledge ... is the result of 
cognitive process 

... is intrinsecally 
linked to people 

... is the 
basis for all 

action 

... is created 
dynamically 

Fig. 1.2: Proprieties of knowledge.
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1.2.1 Knowledge Categorization

It is possible to highlight the different features of the knowledge viewing from
different perspectives. In particular we can see the knowledge from point of
view of psychology, articulability and knowledge holder.

The psychology perspective allows subdividing the knowledge in declar-
ative and procedural knowledge. While declarative knowledge refers to facts
and objects, procedural knowledge is based on the way to perform cognitive
processes and actions. Declarative knowledge is also described as knowledge
of something or know what , while procedural knowledge is also described as
process knowledge, or know-how.

The articulability perspective look at the awareness of the knowledge
holder, also called knower. In other word, only who is conscious of the owned
knowledge will be able to communicate it. People generally know more than
they can consciously say. This has the result that the knowledge can be split
into explicit and tacit knowledge.

Explicit knowledge is knowledge consciously understood so that the knower
can talk about. This kind of knowledge can be also divided into structured,
semi-structured and unstructured knowledge. This differentiation is due to
the inherent nature of information, which is generally a set of content and
structure. The content is the object of the communication. It can be de-
scribed by means of natural language if we want to represent a text, by
means of visual language if we want to represent images or by means of au-
dio language to represent sounds. The structure, instead, is the organization
of the communication that makes explicit the main features of what we want
to represent. For this reason, commonly we can say that:

The knowledge is unstructured when it has very little structure and
much content, such as a novel.

The knowledge is structured when it has a lot of structure and content
rigidly codified, such as databases .

The semi-structured knowledge is a compromise of the two previous
solutions, such as the Web.

Tacit knowledge , on the other hand, is knowledge that the knower is not
aware of. It can be elicited using special observation or interview techniques.

Finally, from point of view of the knowledge holder, the knowledge can
be split into individual and collective knowledge.

The individual knowledge refers to the knowledge held by one person and
it is not context dependent.
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The collective knowledge is knowledge that is significant in a specific envi-
ronment (e.g. company, enterprise, etc...). It is composed not only of individ-
ual knowledge of the members of the society but also of common knowledge
shared by everyone.

1.3 What is the Enterprise Knowledge Man-
agement?

Managing knowledge is a hard task, because it is human-based, dynamic and
often intangible. In addition, the organizations, as living entities composed of
persons whom execute a set of activities, are based on the individual knowl-
edge of their members to create economic value. Capturing and combining
these individual memories to form a collective Organizational Knowledge
Base is fundamental to survive in a knowledge-based economy . For this
reason, organizations needs to introduce processes and technologies that aim
to convert individual knowledge into organizational knowledge[2].

An Organizational Knowledge Base is founded on two essential compo-
nents: the individual knowledge of the members of the organization and the
framework that connects them. Consequently, one of the major issues of En-
terprise Knowledge Management[3] is to promote an organizational culture
that supports effective knowledge exchange and reuse. Additionally, because
all members of the organization contribute to the Organizational Knowledge
Base, it contains knowledge comes from a wide range of different projects,
activities and business processes. Consequently, it should be organized in
individual knowledge domain.

Enterprise Knowledge Management entails formally managing knowledge
resources in order to facilitate access and reuse of knowledge, typically by us-
ing advanced information technology and taking into account that knowledge
resources can generally include manuals, customer information, expertise,
knowledge derived from work processes and so on. For these reason a wide
range of technologies can be used to implement KM such as e-mail; databases
and data warehouses; group support systems; browsers and search engines;
expert and knowledge-based systems and intelligent agents and many others.

1.3.1 The SECI Model

According to Nonaka et.al [4][5][6][7], the evolution and creation process of
organizational knowledge is a spiral that crosses two levels: individual and
collective level. In each level, the knowledge takes two dimensions: tacit and
explicit dimension.
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Individual Level 
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Fig. 1.3: The Seci Model.

The tacit dimension of knowledge, as previously seen, is characterized by
the fact that it is strictly linked to the people and therefore hard to formal-
ize and communicate. The tacit knowledge is constituted by experiences,
personal skills and know-how and it comprised of both cognitive and tech-
nical elements. The cognitive element refers to an individual mental models
consisting of mental maps, beliefs, paradigms and viewpoints. The technical
component consists of concrete know-how and skills that apply to a specific
context.

The explicit dimension of knowledge, on the other hand, is the knowledge
that is simply transferable, as previously seen. While in the individual level
the knowledge is created by an individual, the collective knowledge is created
by the collective actions of a group. Human beings acquire knowledge by
actively creating and organizing their own experiences. So, the Knowledge
Management requires continuous knowledge conversion processes that permit
to capitalize information, experiences and expertise.

Nonaka and Takeuchi [6] defined a dynamic model, the SECI Model, based
on the principle that human knowledge is created and enhanced through
social interaction so that the tacit knowledge can be transformed in explicit
knowledge through four modes of knowledge conversion, as shown in Fig. 1.3:

Socialization (from tacit to tacit) is the process of learning by sharing
experiences that creates tacit knowledge as shared mental models and
professional skills.

Externalization (from tacit to explicit) is the process of conversion of
tacit into explicit knowledge.
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Combination (from explicit to explicit) is the process of enriching the
available explicit knowledge to produce new bodies of knowledge.

Internalization(from explicit to tacit) is the process of individual learn-
ing by repeatedly executing an activity applying some type of explicit
knowledge.

The KM is thence any mechanism that can support systematically all
these modes of knowledge conversion.

1.4 Knowledge Management System

Knowledge Management consists of techniques that use Information Tech-
nology tools for the management of information, and its goal is to improve
the efficiency of work teams [8]; it studies methods for making knowledge
explicit, and sharing professional expertise and informative resources. There
are different approaches to classification of KM issues. Alavi and Leidner
[9] group the problems of Knowledge Management, namely storage, creation,
transfer and retrieval issues into four classes. Verwijs et al. in [10][11] ana-
lyzed different knowledge approaches in business processes, and categorized
them as follows:

Knowledge storage approach: knowledge is seen as a product or
resource, as something that can be made explicit through codification.
Knowledge storage involves issues for obtaining and capturing knowl-
edge from organizational members and/or external sources;

Knowledge processes approach: knowledge as more of a production
factor than mere information [12]. Experiences, skills and attitudes are
also part of this knowledge. The focus of this approach is on the trans-
fer of knowledge through human interaction. There are many questions
about knowledge transfer, one of the most important concerns knowl-
edge flows between provider and knowledge seeker. From the provider’s
point of view, flow is a selective pull process, but from a seeker’s per-
spective, flow is a selective push process. Thus it is necessary to strike
a balance between pull and push processes [13];

Learning processes approach: it involves the relationships between
individual and organizational learning. Knowledge management can be
seen as assisting organizational learning processes through which new
knowledge is created;
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Intellectual capital approach: it measures the value of knowledge
that resides in an organization [14], this approach focuses on to make
explicit the knowledge of an organization, obtaining the transfer of
tacit or implicit knowledge to explicit and accessible knowledge for-
mats. This methodology aims to optimize the infrastructure of an or-
ganization, and includes training, customers’ relationships, ICT, work
organization and so on.

A generic Knowledge Management System, supporting the creation and
storage of knowledge, gives the opportunity to make data, information and
knowledge from different sources readily available. It contains data and doc-
uments (explicit knowledge), and can also store tacit knowledge, which is
more difficult to express, and includes people’s experiences, know-how and
expertise. The issue of how to better capitalize and disseminate knowledge
is one of the actual priorities in KM. To realize such goals, a KMS can make
use of different technologies such as:

Document based technologies for the creation, administration and
sharing of different documents (such as doc, pdf, html and so on),
managing the explicit knowledge of an organization.

Ontology/Taxonomy based technologies which use ontologies and
classification for knowledge representation. Knowledge concepts are
frequently arranged in hierarchical structures, typically related by rela-
tionships. Such methodologies act on both explicit and tacit knowledge.

Artificial Intelligence based technologies which use particular in-
ference engines to solve peculiar domain problems. The frameworks
based on these technologies generally manipulate tacit knowledge.

1.4.1 Knowledge Based System

The Knowledge Base represents the knowledge container, whose relations and
concepts are described using an ontological structure of instances suitable
for application purposes of a specific domain. A Knowledge-Based System is
able to represent specific domain knowledge and to apply it to solve problems
through inference processes. The main components of a Knowledge-Based
System [15] are the following (Fig. 1.4):

The Knowledge Base is the passive component of a Knowledge-Based
System. It plays a role similar to a database in a traditional informative
system.
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Fig. 1.4: Knowledge Based System Architecture.

The Inference Engine is the core of the system. It uses the Knowledge
Base content to derive new knowledge using reasoning techniques.

The Knowledge Base Manager manages coherence and consistency of
the information stored in the Knowledge Base.

1.4.2 Ontology for Knowledge Representation

Knowledge Management Systems (KMS) can represent knowledge in both
human and machine-readable forms. Human-readable knowledge is typically
accessed using browsers or intelligent search engine. Human-readable knowl-
edge is represented using a wide range of approaches in Knowledge Man-
agement Systems [3]. But in some case, as the development of an expert
system for decision support (that are frequently an integral part of KMSs),
knowledge needs to be accessible in machine-readable forms. Therefore, one
of the major questions of knowledge management is to obtain a method to
represent knowledge in both human and machine-readable forms. To solve
this problem, Ontologies [16] are generally used as knowledge containers for
KMSs.

An ontology is defined by Gruber [17][18] as an explicit specification of
a conceptualization. ... For knowledge-based systems, what exists is exactly
that which can be represented. When the knowledge of a domain is represented
in a declarative formalism, the set of objects that can be represented is called
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Fig. 1.5: Kind of ontologies.

the universe of discourse. This set of objects, and the describable relationships
among them, are reflected in the representational vocabulary with which a
knowledge-based program represents knowledge.

Describing an ontology for a knowledge base system means, thus, mod-
eling a particular domain through the definition of a set of representational
terms associated to the entities in the universe of discourse (e.g., classes,
relations, etc...) using human-readable text.

According to the level of generality adopted, it is possible to develop
different kinds of ontology [19][20][16](Fig. 1.5):

Top-level ontologies describe very general concepts like space, time,
matter, object, event, action, etc., which are independent of a particular
problem or domain.

Domain ontologies and task ontologies describe, respectively, the vo-
cabulary related to a generic domain (like medicine, or automobiles)
or a generic task or activity (like diagnosing or selling), by specializing
the terms introduced in the top-level ontology.

Application ontologies describe concepts depending both on a particular
domain and task, which are often specializations of both the related
ontologies.

In an enterprise KMS, ontology specifications can refer to taxonomies of
the tasks or projects that define the knowledge for that system. So ontologies,
defining a shared vocabulary, improve communication, search, storage, and
representation. Moreover, in the field of enterprise knowledge management,
ontologies are useful to the development of corporate knowledge reposito-
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ries. The challenge is the integration of different kind of knowledge sources,
interrelating people, organization and technology.

1.5 Overview of State of the Art

The challenge of Knowledge Management System developers is to create a
system of tools to collect, organize, and share common data, documents and
individuals expertise. Several researches has examined different aspects of
the problem, studying novel knowledge representation models and involving
modern Artificial Intelligence techniques to extract new knowledge from that
already acquired.

In the last few years, the most important ICT companies have mani-
fested an increasing interest for KM tools, especially for those based on web
corporate portals.

A case of a web and ontology-based Knowledge Management System is
WAICENT (World Agriculture Information Center) adopted by the United
Nations Food and Agriculture Organization. This platform makes FAO’s
knowledge about food security and agricultural development widely avail-
able to users. WAICENT integrates a Decision Support Systems to improve
food security through information use and a Document Management System
(DMS) to allow people around the world to read and use FAO’s documenta-
tion [21].

L. Razmerita et al. in [22] proposed a Knowledge Management System
based on an ontological model for the user profile. This model takes into
account some characteristics, such as users’ preferences, competencies, habits,
and it adopts semantic web techniques.

Many other KMSs in literature are designed and customized to satisfy the
needs of specific firms. Liping Sui in [23] studied the benefits of a Decision
Support System within the business management. While D.J. Harvey and
R.Holdsworth in [24] observed the advantage of a Knowledge Management
System in the aerospace industry. In addition an interesting study conducted
by Chun, Sohn and Granados in [25], shows the use of a KMS in an indus-
trial engineering company. After careful observation of the main demands of
companies, they have identified what are the features of a KMS so that it
can be considered a good investment for an enterprise.

Besides, another KM tool developed is OntoWEDSS [26][27]. OntoWEDSS
is essentially a decision support system for wastewaters management with the
aim to improve the diagnosis of faulty states of a treatment plant.

Another kinds of KMSs widely studied are Electronic Document Man-
agement Systems. These kinds of system deals with the burning issue of the
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growing volume of documentation produced during working activities. They
have evolved from simple systems, which automatically register and archive
specific documents, to systems which provide more advanced features in re-
sponse to the huge amount of documents that organizations must process.
Particular attention is paid to the study of tools able to treat information
produced by heterogeneous sources. Turk and Bjork [28] categorize a range
of basic document management functions which this kind of systems must to
fulfill.

Niyogi et al. [29] have developed a knowledge based system for structural
analysis of documents that uses a rule-based model. This system segments
the digitalized newspaper page using a bottom-up technique. The knowledge
rules which comprise the knowledge base define the general characteristics
expected of the usual components of a newspaper and the usual relationships
between such components in the image.

Nagy et al. [30] used a publication-specific page grammar to describe all
legal page formats allowed for a given publication and to segment the docu-
ment and simultaneously label some layout components with logical classes,
defining a hierarchical document model, called a geometric tree, which con-
tains knowledge about hundreds of different business letters.
Another example of Document Based Knowledge Management System is the
ANNOTATE [31] which provides mechanisms to support Knowledge Man-
agement in federated organizations focusing on documents as repositories of
relevant information for knowledge creation and use.

In [32] the authors have introduced a KM process model and its improve-
ment cycle at a high-level applying to reuse processes.

The Kromos KMS proposed in this thesis is a framework that not only
shows several features that are partially or not addressed by the previous
cited work, but also integrates different mechanisms to solve a wide range of
problem that a company can encounter in a unique friendly system.



Chapter 2
Expert Systems for Decision Support

This chapter gives a brief overview of the theoretical foundations of the
expert systems for decision support. In the following sections will be reviewed
the main features of an expert system and its application for decision support.
Particular attention is paid to the rule-based expert system and to reasoning
with uncertainty. It will be reviewed, specially, the principles underlying the
application of the Bayesian probability theory and Fuzzy logic to treatment
of uncertainty in decision support systems. Moreover, it will be exploit the
potentiality of the probabilistic tools (such as Bayesian belief networks and
influence diagrams), and fuzzy logic tools in order to built decision support
systems.

2.1 Introduction

Making decisions concerning complex systems (e.g., the management of or-
ganizational activities, industrial processes or the control of robotic device
in complex environment etc...) often is a task that exceeds human cognitive
capabilities. In fact, often is more easy understood how the individual in-
teractions among system’s variables occur than predict how the system will
react to an external manipulation. This is because many variables are in-
volved in complex interdependencies and predicting the total outcome may
be very difficult. The human intuitive judgment and decision making become
far from optimal to grow of complexity of the decision process. Because in
many situations the quality of decisions is important, overcoming the defi-
ciencies of human judgment is an important issue in the scientific community.
For these reasons, various methods have been developed for making rational

17
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choices. These methods, often, are enhanced by a variety of techniques orig-
inating from information science, cognitive psychology and artificial intelli-
gence. More recently they have been implemented in computer programs, in
stand-alone tools and also in integrated computing environments for complex
decision making. Such environments are known with the common name of
Decision Support Systems (DSSs).

Decision support systems are gaining an increased popularity in various
domains, including business, engineering, the military and medicine. They
are especially valuable in situations in which the amount of available informa-
tion is prohibitive for the intuition of an unaided human decision maker and
in which uncertainty factors occur. DSSs can aid human cognitive deficien-
cies by integrating various sources of information, providing intelligent access
to relevant knowledge, and aiding the process of structuring decisions. They
can also support choices among well-defined alternatives and employ artificial
intelligence methods to address heuristically problems that are intractable by
formal techniques. Application of decision-making tools in business environ-
ments increases productivity, efficiency, and effectiveness. In particular the
use of a DSS gives to enterprises a comparative advantage over their com-
petitors, allowing them to make optimal choices for technological processes,
planning business operations, logistics, or investments.

A DSS might be used in a great many different ways, this wide range of
applications creates substantial variation in its features and capabilities. In
the following sections will be illustrated the common features of DSSs and
will be introduced the reasoning under uncertainty.

2.2 Expert Systems

The term Expert Systems was coined by the academic community, engaged in
research into Artificial Intelligence(AI), to describe the use of techniques of AI
[33] in practically useful systems. Expert system are intelligent information
system that emulate a human expert in a specific application domain [34].
The most successful systems typically provide an expert problem-solving or
advice-giving capability and require considerable knowledge and experience
in the problem domain.
Some of the most important issues of expert systems are:

Knowledge representation and Knowledge Base organization;

General problem solving techniques;

Human interfacing problems (natural language, spoken language, and
other techniques).
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Fig. 2.1: Expert System Architecture.

Expert systems are typically composed of three modules:

1. Knowledge-base.

2. Inference Engine.

3. User Interface.

The Fig. 2.1 shows the components and their interconnections of an ex-
pert system. While the role of the user interface is obvious, the definition of
Knowledge Base and Inference Engine may require some clarification. The
Knowledge Base contains the knowledge about a particular domain; it pro-
vides expert-level information necessary to solve problems in a specific do-
main. This information can be codified in several representation schemes,
commonly a set of rules or frames or semantic net or belief network, etc. The
inference engine solves problems stated by the user by using the Knowledge
Base, and it generates user friendly explanations of the solutions. In addition
to its continuous interaction with the Knowledge Base, the inference engine
also records the information known about the current problem in a working
memory.

The decision making process, instead, can be treated as the selection of
a particular alternative from a given set of alternatives which satisfy some
given goals. Thus the main issue to be solved is to evaluate the alternatives
calculating their utilities.

An expert system for decision support must be based on an appropriate
Knowledge Base in order to provide an efficient solution. There are some
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definitions of decision support systems, in this thesis it is considered the
following: Decision support systems are interactive, computer-based systems
that aid users in judgment and choice activities. They provide data storage
and retrieval but enhance the traditional information access and retrieval
functions with support for model building and model-based reasoning. They
support framing, modeling, and problem solving [35].
Typical application areas of DSSs are management and planning in business,
health care, the military, and any area in which management will encounter
complex decision situations. Finally, there are some kinds of expert system
based on several types of knowledge representation for example:

Rule-based Systems in which knowledge is represented by series of rules;

Frame-based Systems in which knowledge is represented by frames;

Hybrid Systems in which several approaches are combined, usually rules
and frames;

Custom-made Systems that meet specific need;

Probabilistic Systems in which the knowledge is affected by uncertainty.

The following sections summarize the main features of three kinds of
expert systems for decision support; the first is a deterministic rule-based
expert system while the others are expert systems for uncertainty knowledge
management.

2.3 Jess - Java Expert System Shell

In the previous section an expert system was defined as a system that can
reason about the world and take appropriate actions based on some kind of
knowledge about the world. When the knowledge is specified using facts and
rules and a reasoner engine operates on them, then an expert system is also
called a rule-based system . In each system a rule usually takes the form IF
<if-part> THEN <then-part> . The if-part of a rule is commonly referred
to as its left-hand side, premise or antecedent. Premises contain a collection
of conditions that must be satisfied before the rule may be used. The then-
part instead, also called right-hand side or consequence, contains a set of
actions to be performed when the rule is applied. In particular, Jess (Java
Expert System Shell) [36] [37] [38] is an interpreter for the Jess Language, a
rule-based language for specifying expert systems. Architecturally, Jess is a
production system executing a rule-based program.
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The Jess engine can be invoked as an interactive interpreter, where Jess
language strings can be typed into a shell and invoked in real-time, or in
batch mode, where one or multiple files of Jess code can be executed at once.
The Jess engine is implemented in Java, and as well as the shell or interpreter
mode, it can also be invoked from Java code at runtime. Jess code is able to
call other Java code, or be executed in a Java object.

2.4 Reasoning with Uncertainty

An important issue addressed by the expert system is the uncertainty man-
agement 1. There are several sources of uncertainty in particular [39]:

Information can be unreliable due either to ill-defined domain concepts
or to inaccurate data.

Descriptive languages lack precision due to numerous ambiguities in
natural language.

Inference is sometimes drawn with incomplete information.

Experts disagree in fact combining the views of multiple experts into a
consensus knowledge base is difficult and confused.

Unpredictable event can occur.

Therefore, an automated expert system should be able to handle these
issues, and since uncertainty come from a variety of sources there are several
methods to handle uncertain information, in particular is considered Bayesian
and Fuzzy method to treat the uncertainty.

2.4.1 Probabilistic Reasoning

Many aspects of our day-to-day life are based on the concept of probabil-
ity. Often we talk about probability without understand that we making
some kind of prediction based on uncertainty knowledge that we have of
the world. Conversations about the weather forecasting or who will win the
Football League are very common. The concept of probability may be traced
back thousands of years to the introduction of the words like maybe, chance,
probable and so on, into spoken language. The mathematical theory instead
was formulated around 1660 [39].

1Part of the theoretical discussion about the uncertainty reasoning is taken from the
work of Keung-Chi et.al [39], because in my opinion they give a good overview.
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An event’s probability is commonly defined as the proportion of cases
in which the given event occurs , but others interpretation are possible [40].
The three dominant interpretations [41] are:

Frequency: In this interpretation the probability measures the ratio
between the occurrences of observations of a specific event in a given
experiment, repeated a large number of times under similar conditions,
and the number of experiments executed. In other words it measures
the percentage of an event’s occurrence. This point of view is also called
objectivist, because it interprets probability as an objective property
of the world.

Subjectivist: In this interpretation the probability measures the con-
fidence that an individual has about a particular proposition’s truth.
In other words the probability of an event is a measure of personal
degree of belief in that event given the person’s current state of knowl-
edge. Moreover this perspective does not deny the possibility that two
reasonable individuals faced with the same evidence may have different
degrees of belief in the same proposition’s truth. The Bayesian theory
is often used as synonym subjective probability theory.

Logical: In this interpretation the probability measures the extent
to which one set of propositions confirms the truth of another. This
interpretation is viewed as an extension of logic.

These different probability theories use different inference approach. How-
ever, only two main school of probability calculus exist: Pascalian (or conven-
tional) and Baconian (or inductive). Pascalian calculus uses Bayes’ rule for
belief revision; Baconian calculus uses the rules of logic to prove or disprove
hypothesis. Thus, researchers of the field of the objectivistic and subjectivist
probability follow Pascalian calculus, instead the supporters of the logical
interpretation of probability use Baconian calculus.

For our intent, because we are analyzing expert systems that treat human
knowledge, the only appropriate interpretation of probability is as subjective
belief. As result, most probabilistic expert system was built by Bayesian
researchers.

2.4.1.1 Probability Theory

Let E be an event in the world. The collection of all possible elementary
events, , is called the sample space or the event space. The probability of
an event A is denoted by p(E), and every probability function p must satisfy
three axioms:
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1. The probability of any elementary event E in non-negative: ∀E ∈ W :
p(E) ≥ 0.

2. The probability of the entire sample space is one: p(W ) = 1.

3. Let k events E1, E2, ..., Ek mutually exclusive, then the probability that
at least one of these events will occur is the sum of the individual
probabilities: p(E1 ∪ E2 ∪ ... ∪ Ek) = sumk

i=1
p(Ei) when E1 ∩ E2∩ ...

∩Ek = ∅.

Moreover, the probability of E’s complement (¬E), which contains all
of events in excepts E, is the difference from the probability of the entire
sample space and the probability of event E, because E and (¬E) are event
mutually exclusive: p(¬E) = 1 − p(E).

The Fig. 2.2 shows these properties.

Fig. 2.2: Union, Intersection and Complementation of events.

Additionally, let A, B ∈ W , the probability tat A will occur given that B
occurs, written p(A | B), is called the conditional probability of A given B.
The probability that both A and B will occur, p(A ∩ B), is called the joint
probability of a and B. By definition, the conditional probability p(A | B)
equals to the ratio of the joint probability p(A ∩ B) to the probability of B:

p(A | B) =
p(A ∩ B)

p(B)
(2.1)

Similarly, the conditional probability of B given A, p(B | A), equals

p(B | A) =
p(A ∩ B)

p(A)
(2.2)

From previous equations 2.1 and 2.2 is obtained the Bayes’rule:

p(A | B) =
p(B | A)p(A)

p(B)
(2.3)

If we make the assumptions that A and B are independent (in other
words one event’s occurrence does not affect the other’s occurrence), then
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by definition p(A | B) = p(A) and p(B | A) = p(B). Moreover if A and B
are disjoint events then p(A ∪ B) = p(A) + p(B) and p(A ∩ B) = p(A)p(B).
Additionally, from set theory it is possible write B as (B ∩ A) ∪ (B ∩ ¬A).
Since this union is clearly disjoint, then

p(B) = p((B ∩ A) ∪ (B ∩ ¬A))

= p(B ∩ A) + p(B ∩ ¬A)

= p(B | A)p(A) + p(B | ¬A)p(¬A) (2.4)

Combining equation 2.3 and 2.4 yields

p(A | B) =
p(B | A)p(A)

p(B | A)p(A) + p(B | ¬A)p(¬A)
(2.5)

Equation 2.5 lays the groundwork for using probability theory to manage
uncertainty, in fact it provides a way of obtaining the conditional probability
of A given B from conditional probability of B given A. This relationship
allows expert systems to make inference about event of the world. In fact
supposing that an expert system is based on these type of rules: IF H is
true THEN E will be observed with probability p2. Thus, if H is observed, by
means of this rule an expert system can infer that the probability that event
E occurred is p. Instead what happen if the status of event H is unknown, but
event e is observed? The previous equation allows to compute the probability
that H is true.

The general probability theory can be instantiated into for the probabilis-
tic calculation in expert systems. In fact replacing the term A and B with H
and E in equation 2.5 we obtain the following equation that constitute the
pillar of the probabilistic expert systems.

p(H | E) =
p(E | H)p(H)

p(E | H)p(H) + p(E | ¬H)p(¬H)
(2.6)

In this interpretation H usually represents a hypothesis and E denotes
a piece of evidence. Moreover the equation 2.6 suggests to define the prior
probability of hypothesis H, p(H), as the probability assigned to H prior to
the observation of any evidence. In expert systems, a human expert gives
the probabilities associated to the random variables and stores them in a
knowledge base. These probabilities include the prior probabilities for all
possible hypothesis (p(H)) and the conditional probabilities for observing a
piece of evidence given a hypothesis (p(E | H)). Thus when an individual

2This example is taken from [39]
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uses this kind of expert system, he gives some information about observa-
tions (it is commonly said He sets some evidences) and the system computes
p(Hi | Ej ...Ek) for all hypothesis (H1...Hm) in light of the evidences (Ej...Ek)
observed. The probability p(Hi | Ej ...Ek) is called the posterior probability
of hypothesis Hi upon observing Ej , ..., Ek.
Equation 2.6 refers to an evidence that influenced only one hypothesis. We
can generalize it taking into account both multiple hypothesis (H1, H2, ..., Hm)
and multiple evidences (E1, E2, ..., En).
Single evidence, multiple (mutually exclusive and exhaustive) hypothesis fol-
low:

p(Hi | E) =
p(E | Hi)p(Hi)∑m

k=1
p(E | Hk)p(Hk)

(2.7)

Multiple evidence, multiple(mutually exclusive and exhaustive) hypothe-
sis follow:

p(Hi | E1E2...En) =
p(E1E2...En | Hi)p(Hi)∑m

k=1
p(E1E2...En | Hk)p(Hk)

(2.8)

Because this equation requires us to know the conditional probabilities
of all possible combination of evidence for all hypothesis, often we assume
conditional independence among pieces of evidence given a hypothesis. This
reduces equation 2.9 to

p(Hi | E1E2...En) =
p(E1 | Hi)p(E2 | Hi)...p(En | Hi)p(Hi)∑m

k=1
p(E1 | Hk)p(E2 | Hk)...p(En | Hk)p(Hk)

(2.9)

2.4.1.2 Bayesian Network

Bayesian belief networks (BBNs)3 introduced by Judea Pearl [42] are a graph-
ical formalism for representing joint probability distributions.
A Bayesian Network (BN) shows probabilistic relationships among variables
of given problem conditional on uncertainty constraints. In recent years, BNs
have been successfully used in many fields.
A BN is a directed acyclic graph with following properties:

A set of random variables are network nodes.

A set of oriented arcs connect couple of nodes and represent the cause/effect
relationships.

3Also called simply belief networks, belief nets, or causal networks.
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Fig. 2.3: An example of a Bayesian Belief Network.

There is a probability table for each node, specifying how the proba-
bility of each state of the variable depends on the states of its parents.

Each node without parents has a prior probabilities table of each state.

The relationship between random variables follows clearly Bayes’ rule.
Bayesian belief networks provide a convenient and coherent way to rep-

resent uncertainty in uncertain models and are increasingly used for repre-
senting probabilistic knowledge. An example of a domain encoded in a BBN
is given in Fig. 2.3. This BBN describes knowledge about possible causes of
sneezing of an individual visiting an unknown house. The individual suffers
from frequent colds and is allergic to cats, both of which are possible causes
of sneezing. The network models also other relevant facts, such as prints of
paw marks on the floor that can provide evidence for presence of a cat. For
simplicity, the example assumes that all nodes are binary, that is, have two
outcomes (e.g., cat-present and cat-absent).

The example network in Figure 2.3 is singly connected, which means
that there is only one path between any two nodes in the network. Singly
connected networks are also called polytrees. Networks in which there are
nodes connected by multiple paths are called multiply connected. If there
were a direct arc between the nodes cat and dog, the network would be
multiply connected.

A graph tells us much about the structure of a probabilistic domain but
not much about its numerical properties. These are encoded in conditional
probability distribution matrices that are associated with the nodes. It is
worth noting that there will always be nodes in the network with no prede-
cessors. These nodes are characterized by their prior probability distribution.



CHAPTER 2. EXPERT SYSTEMS FOR DECISION SUPPORT 27

Any probability in the joint probability distribution can be determined from
these explicitly represented prior and conditional probabilities.

Structural properties of the belief networks along with the matrices of
conditional probabilities associated with their nodes allow for probabilistic
reasoning within the model. Probabilistic reasoning within a BBN is in-
duced by observing evidence. A node that has been observed is called an
evidence node. Observed nodes become instantiated, which means that their
outcome is known with certainty. The impact of the evidence can be prop-
agated through the network, modifying the probability distribution of other
nodes that are probabilistically related to the evidence. Suppose, that the
individual in our example of Figure 2.3 starts sneezing. Node sneezing be-
comes instantiated. This tells us something about the likelihood of cold and
allergy, notably both become more likely. If we later observe paw marks on
the floor, node paw-marks becomes instantiated, resulting in an increase of
the probability of a cat in the house (also a dog, but this is of less interest for
the possible causes of sneezing), and indirectly an increase in the probability
of allergy. It is interesting to note that if the directed arcs of a belief network
are interpreted causally, the reasoning in the network can be interpreted as
diagnostic and causal inference. Diagnostic inference involves reasoning from
observable manifestations to hypotheses about what may be causing them,
for example, reasoning from sneezing to allergy. Predictive or causal inference
involves reasoning from causes to possible manifestations; in our example, it
might be predicting allergy after observing a cat.

2.4.1.3 Decision Network

The Decision Network is an extension of Bayesian network by adding a de-
cision nodes represented by rectangles and a utility nodes represented by
diamonds (see fig.2.4). The utility nodes are the variables to optimize and
the decision nodes are the variables for decision. The decision node defines a
finite set of alternatives corresponding to choices to take in order to achieve
the desired aim.

Let C=c1, ..., cn be a set of mutually exclusive choices. The utility of
a choice depends on the state of some variables. Let N be the associated
random variables. The objective is reached optimizing the expected utility
function (EU) that esteems the preferences among the states of the world.
The expected utility associated to the i-th choice ci is given by:

EU(ci) =
∑

N

U(ci, N)P (N |ci) (2.10)

where U(ci, N) is the utility value for the i-th choice associated to the
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Fig. 2.4: An example of Decision Network.

state of the stochastic variables and P (N | ci) represents the probability of
N conditioned by choice.

2.4.2 Fuzzy Reasoning

Fuzzy theory was introduced by Dr. Lofty Zadeh of UC/Berkeley in the
1960’s as a means to model the uncertainty of natural language [43]. The dif-
ficulties in representing inexact or vague information using classical Boolean
logic motivated his research.

In an expert system, the knowledge base contains a great amount of
human knowledge, most of which is imprecise and qualitative. When an
individual express knowledge about a given problem, he uses linguistic terms
such as for example young , very young or tall to describe a state of the
world. Moreover apart from imprecision in human knowledge, facts about the
world are rarely known with certainty. Thus, when this type of knowledge is
encoded into classical Boolean expert system, the fuzziness or imprecision is
usually lost, and an imprecise information is represented with specific values.
In other words Zadeh devised fuzzy theory to express these vague terms.
Fuzzy logic replaces the binary logic with multivalued logic.

2.4.2.1 Fuzzy Logic

Fuzzy logic [43] [44] is a super set of conventional (or Boolean) logic and
contains similarities and differences with Boolean logic. Fuzzy logic is similar
to Boolean logic, in that Boolean logic results are returned by fuzzy logic
operations when all fuzzy memberships are restricted to 0 and 1. Fuzzy logic
differs from Boolean logic in that it is permissive of natural language queries
and is more like human thinking; it is based on degrees of truth.
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2.4.2.2 Fuzzy Sets

In classical set theory, a subset U of a set S can be defined as a mapping
from the elements of S to the elements of the set 0, 1,

U : S −− > 0, 1

This mapping may be represented as a set of ordered pairs, with exactly
one ordered pair present for each element of S. The first element of the ordered
pair is an element of the set S, and the second element is an element of the
set 0, 1. The value zero is used to represent non-membership, and the value
one is used to represent membership. The truth or falsity of the statement

x is in U

is determined by finding the ordered pair whose first element is x. The
statement is true if the second element of the ordered pair is 1, and the
statement is false if it is 0. Similarly, a fuzzy subset F of a set S can be defined
as a set of ordered pairs, each with the first element from S, and the second
element from the interval [0,1], with exactly one ordered pair present for
each element of S. This defines a mapping between elements of the set S and
values in the interval [0,1]. The value zero is used to represent complete non-
membership, the value one is used to represent complete membership, and
values in between are used to represent intermediate degree of membership.
The set S is referred to as the universe of discourse for the fuzzy subset F.
Frequently, the mapping is described as a function, the membership function
of F. The degree to which the statement

x is in F

is true is determined by finding the ordered pair whose first element is
x. The degree of truthof the statement is the second element of the ordered
pair. In practice, the terms membership function and fuzzy subset get used
interchangeably. For example suppose that we talk about people and their
tallness. In this case the set S (the universe of discourse) is the set of people.
Let’s define a fuzzy subset TALL, which will answer the question to what
degree is person x tall? Zadeh describes tall as a Linguistic variable, which
represents our cognitive category of tallness . To each person in the universe
of discourse, we have to assign a degree of membership in the fuzzy subset
TALL. The easiest way to do this is with a membership function based on
the person’s height.

Formally, let X be a space of points, with a generic element of X denoted
by x. Thus X = x.
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A fuzzy set A in X is characterized by a membership function fA(x) which
associates with each point in X a real number in the interval [0,1], with the
values of fA(x) at x representing the ”grade of membership” of x in A. Thus,
the nearer the value of fA(x) to unity, the higher the grade of membership of
x in A [43].

2.4.2.3 Fuzzy Expert System

A fuzzy expert system [45] is an expert system that uses a collection of fuzzy
membership functions and rules, instead of Boolean logic, to reason about
data. The rules in a fuzzy expert system are usually of a form similar to the
following:

IF x is low AND y is high THEN z = medium

where x and y are input variables (names for known data values), z is an
output variable (a name for a data value to be computed), low is a mem-
bership function (fuzzy subset) defined on x, high is a membership function
defined on y, and medium is a membership function defined on z. The an-
tecedent (the rule’s premise) describes to what degree the rule applies, while
the conclusion (the rule’s consequent) assigns a membership function to each
of one or more output variables. In a fuzzy expert system, this set of rules is
its knowledge base.

The general inference process proceeds in four steps.

1. Fuzzification: in this phase the membership functions defined on the
input variables are applied to their actual values, to determine the
degree of truth for each rule premise.

2. Inference: the truth value for the premise of each rule is computed, and
applied to the conclusion part of each rule. This results in one fuzzy
subset to be assigned to each output variable for each rule. Usually
only MIN or PRODUCT is used as inference rule. In MIN inference,
the output membership function is clipped off at a height corresponding
to the rule premise’s computed degree of truth (fuzzy logic AND). In
PRODUCT inference, the output membership function is scaled by the
rule premise’s computed degree of truth.

3. Composition: during this phase, all of the fuzzy subsets assigned to
each output variable are combined together to form a single fuzzy subset
for each output variable. Again, usually MAX or SUM are used. In
MAX composition, the combined output fuzzy subset is constructed by
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taking the pointwise maximum over all of the fuzzy subsets assigned to
variable by the inference rule (fuzzy logic OR). In SUM composition,
the combined output fuzzy subset is constructed by taking the pointwise
sum over all of the fuzzy subsets assigned to the output variable by the
inference rule.

4. Defuzzification: finally, this process is used when it is useful to convert
the fuzzy output set to a crisp number. There are more defuzzification
methods. Two of the more common techniques are the CENTROID
and MAXIMUM methods. In the CENTROID method, the crisp value
of the output variable is computed by finding the variable value of the
center of gravity of the membership function for the fuzzy value. In
the MAXIMUM method, one of the variable values at which the fuzzy
subset has its maximum truth value is chosen as the crisp value for the
output variable.

2.4.3 Probability and Fuzzyness

One of the most controversial issues in uncertainty modeling and informa-
tion sciences is the relationship between probability theory and fuzzy sets
[46]. Fuzzy logic may appear similar to probability and statistics as well.
Although, fuzzy logic is different than probability even though the results
appear similar.

The Probability Theory is essentially based on a bivalent logic. In fact,
when we talk about probabilities we simply assign to a given event a number
between zero and one. This number represents the eventuality that the given
event occurs, but the event’s essence is bivalent: or is happening or not
happening, there are not other possibilities. The probabilities involved in any
situation where we are faced with uncertainty due to lack data, information,
etc. The events do not have a deterministic nature but they are governed by
the randomness that prevents their prior determination.

In Fuzzy Logic the world is characterized by complete vagueness and
uncertainty. More information helps us to determine the fuzziness whereby
the sets overlap, in other words the fuzzy logic eliminates the boundaries that
mark where a thing ceases to be that thing. The probability instead becomes
less significant when the known data become more numerous. In fuzzy logic
objects belong, and at the same time, do not belong to a set. For each ele-
ment is attributed a value, always between zero and one, which expresses its
membership of a particular fuzzy set. This value is not a probability, it does
not refer to the event occurs or not, but it is the measure of a deterministic
fact, but ”vague” to the same time, that it is not responding to a bivalent
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nature but polyvalent, with infinite degrees of membership between 0 and 1.
The probability statement, There is a 70% chance that Bill is tall supposes
that Bill is either tall or he is not. The fuzzy logic statement, Bill’s degree
of membership in the set of tall people is .80 supposes that Bill is rather tall.
The fuzzy logic answer determines not only the set which Bill belongs, but
also to what degree he is a member. There are no probability statements
that pertain to fuzzy logic. Fuzzy logic deals with the degree of membership.



Chapter 3
Kromos: A Knowledge Management
System for ICT societies

In this chapter an overview to the features of Kromos Platform, a KMS
developed for an ICT company of Sicilian government, and its architecture
is given. In particular the main components of the system that are the
Document Management component and the Decision Support component
are explained. The second component will be fully illustrated in the next
chapters, because it constitutes the core of my Ph.D work.

3.1 Introduction

The work carried out during my Ph.D was applied to the realization of Kro-
mos, a Knowledge Management System for business environments. The ob-
jective of Kromos is to collect, share and reuse different sort of knowledge
(such as documents, experiences, common knowledge and so on). Kromos can
be considered as an ontology-based Knowledge Management System founded
on two different ontological models: a domain and project ontology. The for-
mer holds concepts and relations about the domain of interest (a business
environment) such as processes, activities, offices, etc. The latter, on the
other hand, represents notions about business products of the organization,
that are, in our case of study, ICT projects.

The main components of Kromos are two subsystems: a Document Man-
agement Subsystem and a Decision Support Subsystem. The first one anal-
yses documents extracting information about their structure and content. It
includes an Information Retrieval Engine that allows for the insertion, index-

33
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ing and retrieval of documents. The second one, instead, provides function-
alities to assist enterprise managers during their activities emulating human
logic in decision making.

The design and development of the framework was a product of collab-
oration between the Computer Engineering Department (DINFO) of Palermo
University and the Sicilian local Government ICT society, Sicilia e-Innovazione.
This agreement gave us the chance to verify the ontological model and to test
our prototype of general-purpose Knowledge Management System in a real
business environment.

3.2 Requirements Analysis in Business Envi-
ronments

Using knowledge in a business environment is not necessarily about thinking
new products or new ways of selling them. The challenge is to manage
these intangible assets in a coherent and productive way. In fact, useful and
important knowledge already exists into organization, it can be found in:

the experience of the members of the organization;

the designs and processes for goods and services;

files or documents;

plans for future activities, such as ideas for new products or services

The main function of Knowledge Management is to make knowledge ac-
cessible to all those who can benefit from its application. To do this, it is
necessary have an organizational framework which disseminates the knowl-
edge to individual workers through a friendly access to the organization’s
knowledge repository. Furthermore, if this framework would offer the possi-
bility to assist employees to decision making process using the organizational
know-how and market forecast, the organization would become more com-
petitive.

In the case of study at issue, I have analyzed the situation of some gov-
ernment institutions and particularly of an ICT society, which main task was
to develop ICT projects in order to automate processes of the government
offices. In this context it was noted that:

the lack of an intelligent system, to manage the great amount of knowl-
edge that they produce (such as documents, technical reports, letters,
etc...) causes a great waste of time to find a particular file;
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the lack of an automatic information retrieval forces the employees to
read a huge amount of documents to find the information they needed;

the absence of communication and knowledge sharing among developers
causes a restricted view of corporate know-how;

a program manager operates without any kind of support in decision
making processes.

For these reasons, agree with the program manager of the company, the
adoption of a system that effectively supports the workers of government
offices or the operators of public administration in business activities, and
the use of smart engines, which can support workers in decision making, will
improve organizational performance. A KMS can provide:

A knowledge collection, that is the capacity to obtain data and infor-
mation from different operators and, for instance, from different kind
of sources;

A document manager to an efficient storage and retrieval of documents;

A decision making support, that is the capability of suggest actions
under particular circumstances such as uncertainty conditions.

In addition, a KMS can use several techniques to achieve such goals. For
example, intelligent agents or reasoners could be applied to analyze the col-
lected data and to infer new knowledge, data mining and knowledge discovery
techniques could also be employed to look for data stored inside the organi-
zation’s knowledge repositories, and so on.
For the needs of the case in point, it was realized:

1. an ontology-based model for knowledge representation;

2. a system to extract information from files analyzing their structure and
content providing also an automatic indexing system and query engines
to collect and retrieve documents;

3. a decision support system composed by two kind of expert system to ad-
dress two different problems. The first is the improvement of knowledge
reuse and the second is making decisions under uncertainty factors.
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3.3 Kromos Framework

The Knowledge Management System developed is called Kromos(the logo of
the system is shown in Fig. 3.1. Kromos[47][48][49] is a knowledge manage-
ment system which manages organizational knowledge with the purpose of
increasing the productivity of the ICT company operators and improving the
knowledge access of government institution to public administration opera-
tors. This framework is the product of collaboration between the Computer
Engineering Department of Palermo University and the Sicilian local Govern-
ment ICT company Sicilia-e-Innovazione [50]. It proposes an ontology-based
knowledge management system capable of modeling the structure of the pub-
lic administration offices and the ICT company’s projects. In addition, it is
able to discover which processes can be automatized and which projects can
be reused or developed ad hoc and to suggest which actions to take in un-
certain circumstances.

The system consists of a Document Management Engine, which deals with
collecting, extraction and searching of knowledge, and an Expert System for
Decision Support to elaborate specific information in order to help users dur-
ing their working activities, emulating human logic and reasoning. The main
goal of this work is the development of a complete system for managing data
and information, that exploits a new approach with a separation between
knowledge representation and knowledge management, so that change in the
infrastructure of concepts in the knowledge base, done by the expert of the
domain, does not influence the inference mechanisms and logical reasoning
processes.

Fig. 3.1: Logo of the Kromos Knowledge Management System.
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3.3.1 Case of Study

Sicilia e-Innovazione is the research and development company of the Sicilian
Local Government, which operates in the ICT field, representing one of the
most interesting settings in order to acquire experiences for the development
of a Knowledge Management System. The company was created in June
2006 and since it carried out a lot of projects, many of them to automate
public administration processes.

The company was founded to realize, first of all, an integrated unique
data transmission platform for the entire Government structure, called Pi-
attaforma Telematica Integrata(PTI), that can connect every office in the
Sicilian territory.
In the first years, hundreds of other projects have been created in order to
modernize and make more efficient the Sicilian Public Administration. These
projects involve at least the 70 of services of the Sicilian public administra-
tion. The real estimation of the number of services to be automated cannot be
actually done. Each project is described and documented by several technical
reports and documents, representing a source of precious knowledge. Each
document contains an explanation of the technology used with the descrip-
tion of the system, financing sources, responsibility information, technical
and developing choices, and the processes to be automated. The number of
pages that compose a generic technical report fluctuates from some dozens
to approximately 1000 pages for each project; 70 GB of memory is actually
used to store all these technical reports. These documents are generally a
complex set of pdf, doc, code and generic writings used and produced during
projecting and development. Technical writing translates complex technical
concepts and instructions into simple language to enable users to perform a
specific task in a specific way.

All this knowledge is precious and could be used in several different ways,
for instance, to estimate costs and necessary resources for new projects, to
find similarities in different contexts, to increase the code reuse. When Kro-
mos project started, the company was organized as a collection of atomic
groups, each working independently by the others. Different teams replied
the same development activities, so reuse was minimal, there was no ef-
fort to organize and share experiences and knowledge acquired by previous
projects, and there was no use of any technical tool (such as search engines)
to search and compare different projects. This situation produced knowledge
islands not shared among several teams, a limited ability to learn from ex-
isting knowledge and no unified vision. This is due to several reasons such
as the novelty of the company mission, the heterogeneity of data sources,
the difficulty of adopting traditional tools, and the involvement of different
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Fig. 3.2: Architecture of Kromos framework.

users. Moreover, previously the start of the project, the problem of data and
knowledge management had received small attention. In that period, only
few documents on business processes and organization of government offices
were produced, while a huge amount of technical documents were generated
and stored without any management organization.

All these reasons make this company an ideal scenario where experiment-
ing a process of knowledge engineering, in order to promote the adoption of
a Knowledge Management System as a tool for sharing the already acquired
knowledge, for the production of the new one and to support any kind of
activities.

3.3.2 Kromos Architecture

Kromos is an ontology-based system of knowledge management with the aim
of optimizing business processes for creating and managing ICT projects for
government offices. The system was designed with the following features
(Fig. 3.2):

specific domain knowledge to build a knowledge base;

reasoning ability performed by a complex expert system;

advanced techniques of document and information retrieval.
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Kromos uses a knowledge base, to store ontological instances of domain
and projects concepts, and a repository of documents to store project doc-
uments, used by the Document Management subsystem as sources of data
and information to be organized by the use of the Knowledge Base. Knowl-
edge is created through codification and exploitation; codification refers to
the collection of tacit knowledge into the Knowledge Base. This make this
intangible knowledge comprehensible and accessible to users using a friendly
interface for collaborating insertion of data about software projects and of-
fices structure; exploitation in Kromos refers to the collection of data from
document, using emerging technologies to provide enhanced document anal-
ysis and understanding capabilities for the automatic extraction of data in a
Document Management subsystem.

Kromos is, additionally, provided of a reasoning system that allows for
complex ontological querying and a decision making support to enterprise
planning processes and knowledge reuse. In the next sections of this chapter
is given an overview of the Kromos system and its principal elements, while
more details about the reasoning mechanism will be discussed in Chapters 4
and 5.

3.4 Knowledge Representation and Storage

3.4.1 Kromos Knowledge Base

Knowledge-based systems [51] are computer programs that achieve expert
competence to solve tasks about a specific domain. Their main objective is,
thus, to emulate human logic and reasoning (e.g., [52]). KBS are based on
a coded human knowledge represented through a mathematical model. The
general architecture of a Knowledge Base System, as we have seen in Chapter
1, is composed by following main components: a knowledge container (the
knowledge base), an inference engine and a user interface. The knowledge
base and the inference engine are the core of the Knowledge Base System;
the former is an active database with some kind of formal knowledge; the
inference engine is a mechanism that infers new knowledge from knowledge
base.

The main issue in order to build a knowledge base for a particular domain
is to find a formal model that allows a description of the concepts that char-
acterize the environment. An efficient formalism to knowledge representation
is represented by the ontologies. In the Knowledge Base of Kromos, the rela-
tions and concepts are described using an ontological structure of instances
in order to collect and manage knowledge. Ontologies of the proposed sys-
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tem are performed through Frames [53] and built using Protégé [54], a free
and open source platform developed by Stanford University, that supports
frame-based ontologies according to the Open Knowledge Base Connectivity
Protocol (OKBC) [55]. In a frame-based model, ontology is composed by:

a set of classes, hierarchically organized to describe the domain con-
cepts;

a set of slots for the classes, which describes properties and relations
between concepts;

a set of class instances, examples of concept with their specific values
and properties.

The use of such ontological model transforms abstract concepts into log-
ical descriptions.

3.4.2 Kromos Ontologies

Kromos knowledge representation model is based on two kind of ontology:
the former is the description of the knowledge relevant to the practice of
software projecting and the latter is the definition of the government offices
structure. It was used Protégé environment to create a graphical represen-
tation of the concepts of the domain, and to describe the constraints on
relations and concepts. The ontology construction was started by looking
for the structure of the Sicilian Government Offices and the information that
have to be collected and used during the development of a software project,
answering the question about what concepts and knowledge have to be cap-
tured to be used. It resulted in a set of concepts divided in two different
ontological sub-models, the former, called Domain Ontology that represents
the domain of action of Kromos Knowledge Management System, the latter,
called Project Ontology, that designs concepts about the projects developed
in the ICT companies. The two sub-models will be described in more details
in next two subsections.

3.4.2.1 The Domain Ontology

The Domain Ontology is one of two sub-ontologies corresponding to the Gov-
ernment offices structure and activities. Knowledge about the organization
chart is difficult to collect in a dynamic business environment such the one
we observed.

The competency questions for the Domain sub-ontology are: what are the
main type of offices and structures of the Sicilian Government organization
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chart? How do they relate to each other? Which information define an office?
What are their main activities and responsibilities? Which functionality of
these offices are applied using software systems?

To answer these questions is necessary the decomposition of the organi-
zational chart in a set of concepts and relations like depicted in Fig. 4.1.

Modeling knowledge about the government offices world required some
assumptions about its structure and activities, as well as about the nature
of the ”observer” expected to use, understand, and rely on the model; in
order to keep the ontology easy to understand, only a few concepts from the
government offices’ domain are collected.
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Fig. 3.3: Domain ontology of Kromos platform.

3.4.2.2 The Project Ontology

In the Kromos Project Ontology definition we are interested to organize con-
cepts from the project planning and development environment, to be used
during reasoning phase for decision support, or to answer for information
about past working activities in ICT companies. Possible competency ques-
tions are: what are the features and characteristics that define in a complete
and consistent way the project planning and development phases? Who will
submit them? What are the possible sources of that kind of information?
What are the activities performed during development? What the responsi-
ble? What does a Project Manager or a Program Manager need to perform
his working activity? What do they produce when they end the develop-
ment? A project originates from a request submitted by a client or a group
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of clients. The requests from clients are classified either describing the prob-
lem detected by the user, and describing the new requirements to be satisfied.
A list of information have to be used to identify the project, like the project
identification code used, the name adopted by the working team to identify
it, the responsible that will supervise; others are necessary to describe the re-
sources used, like financial, software, hardware and human resources; others
refer to the office that will use the product; and so on.

The resulted Kromos Project Ontology is useful to describe ICT company
projects; it maps the structure of the project components containing semi-
structured explicit knowledge (Fig. 4.2).
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Fig. 3.4: Project ontology of Kromos platform.

3.5 Document Management Subsystem

The Document Management Subsystem1 provided by Kromos is a module
capable of pre-processing documents, analyzing and extracting the structural
information about logical units layout, and retrieving data from the blocks
enriching the Kromos Knowledge Base. Moreover, it provides systems for
the indexing of texts and search engines, to insert and search documents in
the file system.

In ICT companies the volume of documents produced during working ac-
tivities grows rapidly, collecting them in traditional forms becomes almost
impractical and also searching them without automatic search engines is
a great waste of time. Documents contain most of the information about
projects, functionalities, people involved and so on. In addition to the tech-
niques and systems for Document Analysis, Understanding and Extraction,
Kromos integrates an Information Retrieval Engine adapted for the insertion,

1Implemented in collaboration with Eng.Antonio Oliveri, contacts at: oliv-
eri@dinfo.unipa.it.
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indexing and retrieval of documents in different formats, based on Apache
Lucene.

Lucene [56] is an open-source, high performance, scalable, full-featured
text search engine and information retrieval library written in Java and suit-
able for any application requiring a full text search, through which any piece
of data convertible to a textual format can be indexed and made searchable.

The main functionality of the indexing and querying engines of Kromos
Document Management Subsystem are: pre-processing of documents and
their content to obtain a text representation without any lexical or semantic
redundancy; document indexing to store information about files in an ordered
structure to be used for the search phase; searching for documents using
keywords, calculating the degree of satisfaction of the requirements expressed
in the query (see Fig. 3.5).

3.6 Decision Support Subsystem

Kromos Knowledge Management System is able to integrate both decision
support and collaborative processing functions, not only connecting decision-
makers to all the available digital information or assisting top managers to
choose the right products for their enterprise, but also helping general workers
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to accomplish their business goals. The main goal of an Expert System
is finding solutions that usually need the intervention of specifically skilled
people. The goal is to incorporate implicit knowledge about the specific field
in a computational model.

The Expert System prototype for the Kromos platform is a fusion of a two
kind expert system, the first one is a rule-based system while the second one is
reasoner that makes decision in uncertainty condition. The rule-based system
is developed to improve the knowledge reuse, and it have been developed
in Jess (Java Expert System Shell ) [36], that can be used for reasoning
in different knowledge base contents, adapting rules to different kinds of
domains. Instead the second is realized to support the program manager
into planning process of projects, because this process involves several factor
of uncertainty.

In next subsections we will present different use cases of decisional pro-
cesses in which our Expert System can offer support. In next chapters we
explain fully their features.

3.6.1 Use of Decision Support System in Project Plan-
ning

The first use case in which our Expert System can offer support is the Project
Planning Process. During planning of company projects there are many
different constraints to be considered in order to improve enterprise yields
and avoid wasting resources. Planning is a process for the definition of a
future goal, the activities to exploit in order to reach that objective, and all
the resources to be used to complete these activities. The planning process
has to identify business components directly connected to the real progress
of business activities, measuring their impacts and connected benefits, and
to analyze the investment policy.

3.6.2 Evaluation of Project Functionality Reuse

The second use case is the decisional process of project reuse, which is the
analysis of government requirements and already developed projects to find
reusable components. Sicilia e-Innovazione, the organization we are ana-
lyzing, produces a great amount of ICT products to automatize district
processes. A process is a set of interrelated activities, grouped in phases.
Therefore each project is composed by a set of components, each supporting
a single phase of the entire process. Different district processes could have
certain phases in common, so that the organization could choose to reuse
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some components taken from other projects during automation activities, in
order to reduce developmental costs.

3.7 Kromos Platform Interface

In the institutional world, the Knowledge Portal’s purpose is to display and
supply business-specific information, in a certain context, helping users of
corporate Knowledge Management Systems to find the information they need
to face their competitors. The corporate Knowledge Management Portal is
considered an evolution from Intranets, incorporating, to this technology, new
tools that enable identification, capture, storage, retrieval and distribution
of great amounts of information from multiple internal and external sources,
useful for enterprise individuals and teams.

The aim of knowledge portals is to make knowledge accessible to users
and to allow its exchange. The proposed system implements the typical
client-server paradigm using JSP and Java servlets [57]. An essential fea-
ture of a knowledge management portal is the addition of new information
and/or the updating of old information in an easy way. Thus, information
can come from many different sources. With a graphical interface the users
can select different application areas. Nevertheless, presentations of, and
queries for, information contents must be allowed in many ways that need to
be independent from the way that information was provided originally. The
Knowledge Management System must remain adaptable to the information
sources contributed by its providers.

Kromos system can be considered as divided in three different macro-
areas: Public Administration, Process Management and Project Manage-
ments. The first allows the user to manage information about government
offices and interacts with domain ontology. The second enables the user
to organize new processes in activities that can be potentially automated.
The first two areas involve more ontology domain formalization and build-
ing processes; the third allows the Project Managers to access the system
functionalities. Using that area the user can create complex queries for the
Expert System.
Next figures show some screenshots of the different views of Kromos platform.

3.8 Simulation Results and Discussion

The experience carried out during the process of development in the bosom
of Sicilia e-Innovazione gave us the chance to verify the ontological represen-
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Fig. 3.6: Decision support subsystem interface.

tation of a specific domain, and to test our general purpose KMS system in
a real applicative environment. Our working activity in the firm consisted of
two phases: the first one, after the acquisition of specific knowledge through
the observation of business activities and processes, allowed us to build an
ontological model for the domain representation; the latter was centered on
the setting of Kromos reasoner and document management services to the
company’s needs. In the meanwhile some new requirements emerged and
that permitted us to refine our system with new features in order to improve
Knowledge accessibility to different skilled users.

This experience provided all the information to comprehend the impor-
tance of a correct and efficient knowledge resources, people and organization
management; to estimate the efficacy of adopted technical solutions, their ad-
vantages and disadvantages; and to evaluate needs satisfaction degree using
these solutions. We can anticipate here that the adoption of Kromos for the
data management by Project and Program Managers of Sicilia e-Innovazione
evidenced the advantages of a correct knowledge management in every orga-
nization, emphasizing the importance of sharing and reusing information by
differently skilled workers. During use of the system, more information was
collected and ontology structure changed and grew, but the functionalities of
the Expert System did not require any modification. The web based inter-
face, hiding the complexity of the system’s functionalities, gave the platform
a characteristic of usability, so that the collection of data and documents and
the sharing of information seemed to be incremented.



CHAPTER 3. KROMOS: A KMS FOR ICT SOCIETIES 47

Fig. 3.7: Kromos Document Management Subsystem interface. The image
shows the ”Portale G2E”project technical documentation. User can add more
docs that are analyzed to extract information and indexed to be organized,
and can also search for documents using the search engine. Results compare
at the bottom of the screen.

Fig. 3.8: This interface allow for insertion of new ontology instances.
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Fig. 3.9: Navigable graphical view of the Government offices organization
chart. Clicking on a node it is expanded to move to the second level of
detail.



Chapter 4
An Ontology-based Expert System for
Knowledge Reuse

This chapter presents an Ontology-based Expert System to enterprise
knowledge reuse, which has been integrated in Kromos Platform. In order
to deal with the issues of the enterprise knowledge management, the our ap-
proach separates knowledge content into project’s knowledge, that describes
relevant concepts of software’s projecting, and into domain’s knowledge, that
represents the structure of government’s offices. We give an ontological repre-
sentation about the enterprise knowledge, and we use an inference engine to
extract new knowledge. This system integrates Protégé, to build the Knowl-
edge Base, and JESS to realize the rule-based expert system.

4.1 Introduction

Software reuse is not a technology problem nor it is a management problem,
although both are important. Reuse is fundamentally a knowledge manage-
ment problem.

Knowledge is essential in everyday work. Everyone learns by experience
and can reuse this knowledge in similar context by adapting to a new situa-
tion. The general purpose of Knowledge Management (KM) is to make this
kind of knowledge usable for more than one individual, for example an orga-
nization. Due to the steadily increasing speed at which new techniques are
being developed along with the need of integrating knowledge into processes
and products, knowledge is, at present, more and more widely considered as
the most important asset of organization [58]. The Knowledge management
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and the issue about knowledge reuse, in particular, are more important in
many organizations, especially for those of Information and Communication
Technology (ICT). In fact, ICT enterprises are influenced by the continuing
evolution of new technologies, by deal with frequently changing customer
requirements and more complex software products, and by cope with the
competition in highly demanding markets. These ICT organizations have
begun to understand that if they want to be market competitive, they need
to manage and use more effective and productive their organizational knowl-
edge [1][7]. In particular, if they want to improve the process of software
development, they must increase the reuse of software component, that con-
stitute the greater part of ICT organizational knowledge.

The concept of KM and Reuse are similar to a great extent - while Reuse
commonly stands for the reuse of software components, KM denotes the reuse
of knowledge. The difference lies in the scope and approach of the concepts.
Whereas KM has a wide scope, as almost everything can be regarded as
being based on knowledge, reuse is more focused on components appearing
in software development. While KM puts an emphasis on tacit knowledge,
Reuse focuses on explicit knowledge as embedded in reusable components. In
the following sections we show an expert system based approach to applying
Knowledge Management to Software Reuse.

4.2 Problem and Tools

This section reviews the concepts of Software Reuse, the definitions of ontol-
ogy in the era of knowledge management, and it provides a brief description
of both JESS and Protégé for the development of this system.

4.2.1 Reuse

Reuse can be defined as further use or repeated use of an artefact (or asset).
The idea of reuse in software development was first introduced by M. D.
McIlroy in 1969 [59], when he proposed a catalogue of software components
from which software could be assembled. It has been widely accepted that
Software Reuse offers yet unrealized potential for enhancing software devel-
opment productivity, and for improving the quality and reliability of the end
products [60].

There are commonly two kind of perspective of Reuse: For Reuse and
With Reuse. From perspective For Reuse, the reuse is viewed as develop-
ment of reusable assets, while from perspective With Reuse, the reuse is the
building of new products by reusing these assets.
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The general steps for the procedure of For Reuse are (adapted from [61]
[62]):

1. Collect requirements from potential reusers.

2. Analyze requirements and domain.

3. Select and prioritize requirements.

4. Develop and document the solution for selected requirements.

5. Evaluate the asset (testing).

6. Store asset with documentation.

7. Support reusers.

In With Reuse, instead, a new product is created by taking applicable
assets from the asset base, tailoring them as necessary through pre-planned
variation mechanisms, such as parameterization, adding any new assets that
may be necessary, and assembling the collection. The general steps of the
With Reuse procedure are (adapted from [61] [62]):

1. Find candidate assets for reuse from asset base.

2. Evaluate the candidate assets with respect to requirements.

3. Select assets to be reused.

4. Adapt/modify the assets, if needed.

5. Integrate assets into product.

6. Test.

In our application we see the problem from perspective of With Reuse; in
particular we deal with the first step of the With Reuse procedure. In other
words, we try to find, from knowledge Base, a possible candidate software
component that satisfy some requirements. To do this we have implemented
an expert system integrating tools like Protégé, as Knowledge Base builder,
and JESS, as inference engine.
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4.2.2 Ontology

The word ontology was taken from philosophy, where it means a systematic
explanation of beings. In the last decade, the Knowledge Engineering com-
munity has adapted the word ontology to refer to a systematic analysis of
knowledge of some domains of interest, so that it can be shared by others.
The most often cited ontology definition is from Gruber [17]: an ontology
is a formal, explicit specification of a shared conceptualization. The term
Conceptualization refers to an abstract model of phenomena in the world by
having identified the relevant concepts of those phenomena.Explicit means
that the type of concepts used, and the constraints on their use are explic-
itly defined. Formal refers to the fact that the ontology should be machine
readable. Finally, Shared reflects that ontology should capture consensual
knowledge accepted by the communities.

While this is a very general definition, there are several other definitions
less abstract. Noy et al. [63] provide a more specific definition: an ontology
is a formal explicit representation of concepts in a domain, properties of
each concept describes characteristics and attributes of the concept known as
slots and constrains on these slots. Swartout et al. [64] relates ontology to
knowledge base by saying that an ontology is a hierarchically structured set
of terms to describe a domain that can be used as a skeletal foundation for a
knowledge base. Finally for Chandrasekaran et al., an ontology represents a
set of vocabulary and related content theory [65]. The vocabulary consists of
terms that are used for capturing the conceptualization of the domain, and
the content theory refers to the identification of specific classes of objects,
their properties, and their relationships that exist in the domain.

In our application, the ontology that describes the domain of interest can
be seen from different points of view. In compliance with Noy et al. we have
defined our ontologies as set of class, slots and constraints according to the
Protégé model. Moreover the use of ontologies allows us to define a set of
common terms that improve the communication. Finally, the instances of
our ontology constitute the Knowledge Base used by our expert system.

4.2.3 Java Expert System Shell

JESS (Java Expert System Shell) [36][37], as we have seen in the Chapter 2,
is a Java based expert system shell, and it was developed by Sandia National
Laboratories. Its former form is C Language Integrated Production System
(CLIPS) [66] and was also developed by NASA earlier. With the introduction
of Rete Algorithm [67], JESS and CLIPS are became very efficient in pattern
matching. In addition to the functions that are available in CLIPS, JESS
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has added other functions that make it a very powerful expert system shell
[68][37]. In addition, JESS is capable of conducting inferences with both
Forward Chaining and Backward Chaining functions, which makes it being
compatible with most expert system shells. In knowledge representation, it
allows users to express knowledge content in both rules as well as frames.

4.2.4 Protégé

Protégé [63][54] was developed by Medical Informatics of Stanford Univer-
sity, and it was designed as a platform to reduce the difficulty in knowledge
acquisition, which has been recognized as a major bottleneck in developing
knowledge system. It is an ontology based development, which allows users
to develop knowledge taxonomy and express relationships between categories
with ease. One of its important features is the extensible architecture, which
enables its integration with other applications; thus one can easily connect
external semantic modules to Protégé. It also provides customization fea-
tures to allow for building knowledge bases with maximum flexibility. The
elements of its knowledge model consist of classes, slots, facets, and instances.
A class describes a category of objects or concepts that are of the same prop-
erties. Instances are the actual entities of a class. Slots represent attributes of
classes and instances, and facets express additional information about slots.
In addition to these features, this platform provides a set of Open Source
API, so that users can design their components in JAVA as plugins to cus-
tomize the knowledge base. Moreover with the use of JessTab Plugin it is
possible integrate JESS into Protégé.

4.3 Expert System Design

As mentioned in the Chapter 3, we have developed an expert system module
that have been integrates in Kromos Platform. This prototype of expert
system is built to assist project managers during their activities and to find
solutions that can be improve the software component reuse. Especially, our
ES can offer support for evaluation of previous projects’ functionalities reuse.
The problem addressed by our expert system is essentially make complex
ontology queries to find software requirements that match the user demands.

Generally, an ICT organization produces a great amount of ICT prod-
ucts, which generally serve to automatize business processes. A process, in
this context, can be seen as a set of interrelated activities, grouped in phases.
Moreover, we consider an ICT product as a software project that is composed
by a set of components, each supporting a singular phase of a given pro-
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cess. Administrative offices, enterprises and any kind of firms, that provide
different services or products, generally perform different processes to their
business affair. This processes even if belong to different business environ-
ment could have certain phases in common: for example in an administrative
office, the handling process of incoming mail presents a phase of protocol, as
in a supermarket the invoices from suppliers generally are protocoled during
their sorting process.

For this reason a software house that must to develop projects for an
administrative office and for a supermarket can reuse the same component
to automate the protocol phase, reducing developmental costs. But when a
software house develops several projects arise two problems: the former is
that, for each project, there are several components and a huge amount of
documents and the latter is that projects are generally assigned to differ-
ent project managers which don’t know what another project manager has
developed.

In this section we propose an expert system which finds reusable compo-
nents from a given user requirement or else suggests which business process
have common phases. To do this, we have created a conceptual model to
represent business knowledge and a rule based expert system to support de-
cision making. In particular, our approach are modeled on a real case of
study, that is a Sicilian ICT society called Sicilia−eInnovazione. As we have
introduced in Chapter3, this society provides a software products to autom-
atize processes of government’s offices. In the following sections we illustrate
the phases of expert system design.

4.3.1 Ontology Model

Modeling knowledge about the government’s offices required some informa-
tion about its structure, relationship and activities, similarly, for the design of
the conceptual schema of the software projects. The initial phase of collection
of the needed information, concerned the examined business environment, led
us to define our system ontology as a set of two correlated ontologies, a do-
main ontology and a projects ontology. In order to keep the ontology easy
to understand, only a few concepts from the government offices’ domain and
from computer engineering projects are collected. This results in a descrip-
tion of Projects with a group of details, attributes and relations, and in a
description of Processes and Structure of government’s offices.

The Domain Ontology is a formal representation of the government’s
offices structure and activities. It is used to characterize the environment in
which the system works, and is organized as a set of concepts and relations;
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it reproduces the logical architecture of government offices arranged in levels,
each depending on the previous in a hierarchical organization (Fig. 4.1).

The Project Ontology is useful to describe ICT company projects. It
maps the structure of the project components containing semi-structured
explicit knowledge. During the execution of queries, each component of this
ontology is used to get all the elements of the domain in agreement with the
query (Fig. 4.2).
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Fig. 4.1: Domain ontology of the Kromos platform.
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Fig. 4.2: Project ontology of the Kromos platform.

4.3.2 System Model

The ES prototype implemented for Kromos framework uses a rule-based sys-
tem developed in Jess. The knowledge is coded into a set of rules, each
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representing a small piece of the expert’s skills, incorporating implicit knowl-
edge about the specific field in a computational model. Each rule is an if-then
statement. Rather than a procedural paradigm, where a single program has
a loop that is activated only once, the declarative paradigm used by Jess
matches a rule with a single fact specified as its input and processes that fact
as its output. When the program is run, the rules engine will activate one
rule for each matching fact. The ES exploits two different kinds of knowl-
edge: declarative facts, captured by the ontological model, and procedural
facts, expressed using rules defined by an expert.

The code showed below is a portion of rule set used by our ES. In this
scenario the expert system uses the declarative part of the knowledge that
expresses concepts of OFFICE and PROJECT and the active part of proce-
dural knowledge emulating the behavior of a human expert.

(DEFCLASS office

//represent a general company offices

(multislot linked_projects

(comment "projects of the department"

(type INSTANCE))

(single-slot name

(type STRING)

(cardinality 0 1))

(single-slot council_of_competence

(type INSTANCE)

(allowed-classes COUNCIL)

(cardinality 0 1))

(multi-slot comprehend_services

(type INSTANCE)

(allowed-classes SERVICE)

...

(defrule office_processes ?instance

<-(object (is-a OFFICE)

(name ?n&:(call ?*ric* equals

(slot-get"+ off+"name)

(lowcase ?n))))=>(bind $?area

(slot-get (instance-name ?instance)

comprehend_areas

(foreach ?j $?area

(if (call ?*ric* different

(slot-get (instance-name ?j) name) empty)

then...
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Fig. 4.3: Architecture of Rule Based Expert System of the Kromos Platform.

4.4 Expert System Architecture

The architecture of proposed expert system is shown in Fig. 4.31. This archi-
tecture is made up of modules of knowledge base, inference engine and a user
interface. The knowledge base module is the core of the system; it consists of
the instances of the previous defined domain and project ontology. The user
interface, instead, accepts a user query with some keywords and invokes the
inference engine to activate the decision rules. Then, the decision rules will
access to the relevant data and information residing in the Knowledge Base.
The conclusion of the inference process will be presented through the user
interface. Additionally, from user interface it is also possible modify, update
and insert contents into knowledge base.

The entire ES module is built in JAVA environment, which is essential
in achieving integration between several tools used during development. In
fact, to develop the knowledge base, we made use of the well known ontology-
based knowledge platform Protégé to build the ontology that formalize the
domain and project knowledge, and we utilize the JESS rule to build the
operational knowledge that is the decision rules. Protégé is JAVA based
and is designed with an open architecture, which makes it possible to com-
municate with other JAVA based systems through Plugins. For the case
with JESS, the Plug-in JessTab [68] was specifically designed to serve as a

1In the Fig. 4.3 is showed a black box because this rule-based expert system is a part
of a more complex expert system (called Kromos Expert System in Chapter 3). For this
reason, we have preferred to hide some part of the architecture that will explain in the
Chapter 5
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bridge to allow Protégé to communicate with JESS. API of Protégé is able
to work with functions of JessTab, which enables JESS inference engine to
function as the inference engine of the combined expert system. During exe-
cution, functions of JessTab can manage Protégé knowledge base, and allows
rules in JESS to access contents of the ontology in Protégé. This ability
enhances the level of reasoning complexity of Protégé beyond its original
capability. The following code portion presents commands for actual imple-
mentation, which brings both Protégé and JESS into the JAVA environment.
The load-project command allows to load the current Protégé project while
the getProtegeKB() command makes accessible the knowledge Base. Finally,
the mapclass command maps the contents, including instances, attributes,
and corresponding relational structure, of Protégé into a template that is
accessible by the JESS engine.

import edu.stanford.smi.protege.model.*;

import se.liu.ida.JessTab.*;

import jess.*;

...

// The knowledge base

KnowledgeBase kb;

// The engine

Rete engine=new Rete();

// protégé project path

String PROJECT_FILE_PATH = " /Progetto_protege/SeI.pprj";

// JessTab Invocation

engine.addUserpackage(new JessTabFunctions());

// loading protégé project into rete engine

engine.eval("(load-project " + PROJECT_FILE_PATH + ")");

// loadin knowledge base

kb = JessTab.getProtegeKB();

// executing mapclass command for each protégé classes

engine.eval("(mapclass PROGETTO)");

...



Chapter 5
Optimizing ICT Project Planning
Process

Enterprise planning process is an important issue in business environ-
ments because it allows being market competitive. When a new project
must be developed, the project managers have planning the activities re-
quired to reach own goals. In order to achieve these objectives, the managers
must be taking into account some issues. In this chapter we give a particular
attention to optimize Project Planning Process in Information and Commu-
nication Technology (ICT) organization. Especially we take into account
some factors that can influence this process, defining a decision support sys-
tem that performs two kind of reasoning: fuzzy reasoning and a probabilistic
reasoning.

5.1 Introduction

In today’s dynamic environment, enterprises need to incorporate strategies in
order to planning their future work, in particular those belong to Information
and Communication Technology area. Generally, an ICT organization has
more projects committed and therefore available for future planning. In order
to decide which of the proposed projects should be selected, a number of fac-
tors must be considered. In fact, each project includes environmental advan-
tages and disadvantages, tangible and intangible benefits, costs, availability
of human and hardware resource and many others. Several studies have been
proposed to help organizations in selection of good projects. Most of these
studies have focused on the fields information technology [69][70][71][72] and
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marketing [73][74] using several approaches which take into account various
aspects of project selection. In this thesis, to address this problem, we used
a decision support system founded on a mixed approach based on fuzzy logic
and Bayesian network.

A project planning process is a typical decision making problem. In fact,
in complex and dynamical environment, such as marketing context, it is dif-
ficult to take decisions because there are several factors to take into account.
Because, as well as we have said before, this process is a delicate enterprise
task since it will have effects on its future incomes. Making right decisions is
fundamental to enterprise survival. Moreover, the greatest part of the factors
that influence the project planning process are sources of uncertainty that
must be opportunely valued in order to optimize the decisional task.

In particular in this work we considerer two types of uncertainty factors:
the former due to non-deterministic events and the latter due to the subjec-
tivities of the decision maker. In order to cope with these two issues we have
developed an expert system for decision support by means of the fusion of
two kind of reasoning: a fuzzy reasoning and a probabilistic reasoning. In
the following section we explain in detail its features.

5.2 A Decision Support System for Optimiza-
tion of ICT Project Planning Process

As we previously said, the project planning (also called selection) process
can be influenced by two kinds of uncertainty factors: the former due to non-
deterministic events and the latter due to the subjectivities of the decision
maker. In order to address this problem we have developed a decision support
system which integrates two kinds of expert systems: a fuzzy expert system
and a probabilistic expert system based on Bayesian network. The Fig.5.1
shows its architecture. The main components of the system are:

a user interface that has an obvious function;

a rule based expert system (described in the Chapter 4) which in this
context is used to obtain some features about a project to be examined;

a fuzzy expert system that analyzes some of the previous features in
order to obtain a project complexity value (it will be fully explained in
the section 5.3);

a probabilistic expert system that evaluates whether or not select the
proposed project on the basis of forecasts and propagate evidence (it
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Fig. 5.1: Architecture of Decision Support system.

will be fully explained in the section 5.4).

5.3 Fuzzy Reasoning to Evaluate Project Com-
plexity

In a project planning process must be taken into account some characteristics
which provide a basis for determining the appropriate managerial actions.
Complexity is one such critical project factors.

Bennett in [75] observes that frequently individuals describe their projects
as simple or complex when they are discussing management issues. This
indicates a practical acceptance that complexity makes a difference to the
management of projects. Consequently, it is obvious that complex projects
demand an exceptional level of management. Furthermore, the importance
of complexity to the project management process is widely acknowledged, for
example:

It allows to determine planning, coordination and control requirements[76].

It is an important criteria in the selection of an appropriate project
organizational form [75].

It influences the selection of project.
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It affects the project objectives of time, cost and quality. Broadly, a
high value of project complexity increases times and costs [77].

For these reasons, making a correct valuation about how complex is a
given project is fundamentally task. There is, however, a question to address:
this task is ”human sensitive”. In fact, a decision maker generally has a
personal opinion about a problem to solve rather than an objective judgment
about the evaluation of the criteria that influence the given problem. So he
is unable to provide exact numbers. Moreover, because a human opinion is
based on individual capabilities and experiences, several opinions are possible
about the complexity of a given project. To overcome these issues, fuzzy set
theory has been considered to do the project complexity evaluation.

5.3.1 Fuzzy Expert System Design

The fuzzy expert system proposed in this work was built according to the fol-
lowing methodology. First of all, we have analyzed the factors that influence
an ICT project complexity associating them some linguistic variables, and
defined the appropriate membership functions. Then we have established
the rules of the inference engine, and at last, we have integrated all these
elements to develop the fuzzy expert system.

5.3.1.1 Linguistic Variables

The first step for developing a model for systematically measuring complex-
ity is defining a set of software project characteristics that are the sources
of complexity. An exhaustive list with sources of complexity would be enor-
mously large, and at the end of no practical use since it would be proven
difficult to measure everything. In [78] is presented a summary of the iden-
tified source of complexity along with indicative metrics that could be used.
For our goal, we have considered some source of complexity described in the
table 5.1. For each of these source of complexity defined in this table, we
have associated them a corresponding linguistic variable.
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Table 5.1: Definition of the sources of project complexity.

Complexity Source Definition

Problem The problem is well defined? It is easy
to understand?

Scheduling The customer has established an im-
perative deadline?

Topic How much the project’s topic belongs
to the enterprise know-how?

Level of change required Has the project a huge impact on ex-
isting client’s framework?

Functionalities Reuse It is possible reuse functionalities pre-
viously developed?

In particular, our fuzzy system works with five inputs(Problem, Schedul-
ing, Topic, Level of Change, Functionalities Reuse)and one output (Com-
plexity) linguistic variables. In the Fig.5.2 we show the linguistic variables
given in input to our expert system and their fuzzy values. For each of
them we have assigned a weight specifying their contribution to whole final
complexity value.

Fig. 5.2: Linguistic variables of Fuzzy Decision Making system.
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5.3.1.2 Fuzzy Rules

Our expert system takes a decision, about complexity of a given project,
through a schema based on five variables above mentioned. The rules are
determined considering the impact that each parameter has on final decision
by means of the weight associated. Following it is showed a portion of code
of the expert system.

// Block definition

FUNCTION_BLOCK fuzzy_expert

// Define input variables

VAR_INPUT

Scheduling : REAL;

Level_of_Change : REAL;

Functionalities_Reuse : REAL;

Problem : REAL;

Technologies : REAL;

END_VAR

// Define output variable

VAR_OUTPUT

Complexity : REAL;

END_VAR

// Fuzzify input variable ’Scheduling’

FUZZIFY Scheduling

TERM low := (0, 1) (4, 0) ;

TERM moderate := (1, 0) (4,1) (6,1) (8,0);

TERM high := (6, 0) (10, 1);

END_FUZZIFY

// Fuzzify input variable ’Level_of_Change’

FUZZIFY Level_of_Change

TERM low := (0, 1) (2, 1) (4,0) ;

TERM moderate := (2, 0) (4,1) (6,1) (8,0);

TERM high := (6, 0) (10, 1);

END_FUZZIFY

// Fuzzify input variable ’Functionalities_Reuse’

FUZZIFY Functionalities_Reuse

TERM low := (0, 1) (2, 1) (4,0) ;

TERM moderate := (2, 0) (4,1) (6,1) (8,0);
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TERM high := (6, 0) (10, 1);

END_FUZZIFY

// Fuzzify input variable ’Problem’

FUZZIFY Problem

TERM low := (0, 1) (20, 1) (40,0) ;

TERM moderate := (20, 0) (40,1) (60,1) (80,0);

TERM high := (60, 0) (100, 1);

END_FUZZIFY

// Fuzzify input variable ’Technologies’

FUZZIFY Technologies

TERM low := (0, 1) (20, 1) (40,0) ;

TERM moderate := (20, 0) (40,1) (60,1) (80,0);

TERM high := (60, 0) (100, 1);

END_FUZZIFY

// Defuzzify output variable ’tip’

DEFUZZIFY Complexity

TERM low := (0, 1) (20, 1) (40,0) ;

TERM moderate := (20, 0) (40,1) (60,1) (80,0);

TERM high := (60, 0) (100, 1);

// Use ’Center Of Gravity’ defuzzification method

METHOD : COG;

// Default value is 0 (if no rule activates defuzzifier)

DEFAULT := 0;

END_DEFUZZIFY

RULEBLOCK No1

// Use ’min’ for ’and’

AND : MIN;

// Use ’min’ activation method

ACT : MIN;

// Use ’max’ accumulation method

ACCU : MAX;

RULE 1 : IF Scheduling IS high AND Level_of_Change IS high AND

Functionalities_Reuse IS high AND Problem IS high AND

Technologies IS high THEN Complexity IS high;

RULE 2 : IF Scheduling IS high AND Level_of_Change IS high AND

Functionalities_Reuse IS high AND Problem IS high AND

Technologies IS moderate

THEN Complexity IS high;

RULE 3 : IF Scheduling IS high AND Level_of_Change IS high AND ....
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Mamdani  approach 

Reading Input Crisp value 

Fuzzify 

Inference 

Aggregation 

Output Crisp 

Defuzzify 
( Centroid  method ) 

Repeated for each active rule 

Fuzzy 
Rules 

Fig. 5.3: Functional architecture of fuzzy expert system for project complex-
ity evaluation.

5.3.1.3 Functional Architecture

The functional architecture of the expert system is illustrated in Fig. 5.3.
Using the Mamdani approach, the system troughs four functional phases:

Fuzzification: It measures the values of the input variables on their
membership functions to determine the degree of truth for each rule
premise.

Inference: The evaluation of a rule is based on computing the truth
value of its premise part and applying it to its conclusion part. This
results in assigning one fuzzy subset to each output variable of the
rule. In Min Inference the entire strength of the rule is considered as
the minimum membership value of the input variables’ membership
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Fig. 5.4: Projects decision network.

values. A rule is said to fire, if the degree of truth of the premise part
of the rule is not zero.

Aggregation: It combines the conclusions inferred from the rules through
a MAX aggregation operator.

Defuzzification: It converts a fuzzy output into a crisp output. The
method used in this work is the Centroid method.

5.4 Probabilistic Reasoning for Project Se-
lection

In some complex and dynamical environment it is difficult to take decisions
when it is dependent by uncertainty factors. The projects selection process
is a delicate enterprise task because it will have effects on future incomes and
because it is based on many different factors. The greatest part of such factors
(like as time, costs, resources), being not deterministic, represent sources of
uncertainty that must be opportunely esteemed in order to optimize the
decisional trials of business planning. In the last years, the BN has become
a popular representation for encoding uncertain expert knowledge in expert
system [79]. In this work, we have proposed a Bayesian network to support
the project selection process.
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5.4.1 Bayesian Network Design

In this section, we present a model of Bayesian network in order to establish
which project is more convenient in terms of costs/benefits. The development
of the net has been divided in three phases: domain analysis, relationships
discovery among the variables of interest and estimate of the probability
table. The obtained decision network is shown in figure 5.4.

5.4.1.1 Domain Analysis

A set of stochastic variables that characterizes the domain of interest and
their possible states are defined:

Project Complexity(PC)= How the project is intricate. States Values:
High, Medium and Low.

Founds (F)= Available financing in Million of Euro (MEUR): States
Values: Shorter than 1 MEUR, Between 1 and 3 MEUR and More than
3 MEUR.

Human Resources (HR) = Availability of employees. States Values:
Full Time and Part Time.

Specific Skills (SS) = Availability of human resources with specific tech-
nical Know How. States Values: High, Medium and Low.

Develop Functionalities (DF) = Project functionality that can be im-
plemented. States Values: Many, Mean and Few.

Complete Description (CD) = If the customer has provided an exhaus-
tive description of the product. States Values: True and False.

Customer Changes (CC) = If the customer can bring changes to the
requisite of the product in work progress. States Values: True and
False.

Influence (I) = How much the project is important?. States Values:
Many, Mean and Few.

Costs (C) = Total costs for the development of the project. States
Values: High, Medium and Low.

Price Increment (PI) = Prices growing (raw material, renewal employ-
ment contract etc.). States Values: True and False.
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HW Resources (HW)= How much hardware is necessary to project
development?. States Values: High, Medium and Low.

Benefits (B) = Improvement of human process, of time and costs.
States Values: High and Low.

Financial Gain (FG)= It contains information about the decision maker’s
goals.

Develop Project(DP)= It models decision maker’s options.

5.4.1.2 Relationships Discovery

The Relationships discovery phase allows for the discovering of the causal re-
lationships between the variables objects of our observation. In our modeled
domain this set of dependence and independence conditions were discovered:

PC, PI, CD, CC, HW |∅; F, HR, SS|PC;

C|HW, PI, HR, SS; DF |SS, CD, CC; B|I; I|DF ;
(5.1)

The symbol | represents the dependence of the right-side set of variables
by the left-side set of variables.

5.4.1.3 Probability Tables Definition

The tables of conditional probability distributions for each node of the BN are
generally the hardest task to execute. The main difficult in enterprise context,
concerns the experience of the domain expert. Because every specialist could
have been managed only some projects cases that could be a non-realistic
sample set to estimate the probability tables. To avoid that, we consider
different opinion about the same node coming from different domain experts,
to reach a unique final opinion expressed as probability. To merge these
experience data in a unique value of probability, the schema shown in the
following figure was adopted:

The opinions about node j, produced by N experts can be combined using
a weighted average:

fj(o) = (
N∑

i=1

wioi)/(
N∑

i=1

wi) (5.2)
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Fig. 5.5: Fusion schema of experts’ opinions.

Where Oi indicates the percentage value of the opinion of the expert i,
while wi means the related weight. wi is calculated as it follows:

wi = Gi ∗ Ai/(Gmax ∗ Amax)

with G ∈ [1, Gmax] and A ∈ [1, Amax]
(5.3)

where G indicates the degree of experience of the expert in the company,
while A indicates the number of years he worked for that company.



Chapter 6
Conclusion and Future Works

6.1 Summary and Conclusions

In this thesis I present Kromos, a work developed in collaboration with the
Computer Engineering Department of Palermo University and the Sicilian
local Government ICT society, Sicilia e-Innovazione.

Kromos grow out of the initial idea to create a useful tool for document
management. After it evolved in a more complex framework able, not only to
manage efficiently and intelligently documents, but also to become a helpful
decision making tool. The main idea to reorganize the huge amount of project
documents and to enhance the corporate know-how led me to investigate
about some issues, such as:

- Which knowledge domain is useful to project managers in their activities?

- What are the sources of information in an ICT enterprise?

- How to represent the knowledge in a globally integrated form?

- How to use the knowledge efficiently?

- Which project is more convenient to take?

- It is possible to give an assessment to a project valuating some of its fea-
tures?

- How to find software requirements for reusable components in oceans of
projects?

71
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In order to answer these questions and many others not mentioned here, I
analyzed deeply the domain of interest and explored possible solutions. It was
thought then to combine artificial intelligence technologies in an innovative
way to make enterprise processes smarter. This was the genesis of Kromos.

Kromos is, in a nutshell, a Knowledge Management System for ICT busi-
ness environment. It is mainly a tool for supporting several enterprise ac-
tivities, offering specific technologies to encompass all needs and necessities
analyzed.

In this thesis, at first I showed the whole framework with its main compo-
nents. Then, I focused on Decision Support System component, addressing
problems such as software reuse and projects selection. It was shown, there-
fore, how this KM model can be applied to reuse processes. In particular,
it was illustrated how to find reusable software components by means of a
rule based expert system, built on ontological description of business domain.
Successively, I proposed a model for uncertainty reasoning, in order to cope
not only to the unpredictability of some events that are intrinsically linked to
the market environment, but also to overcome the vagueness and subjectiv-
ities of human judgments. This model is based on a fuzzy reasoning, which
allows evaluating the complexity of an ICT projects unifying the contribution
of several factors that complicate a project, and on a Bayesian network able
to estimate the feasibility of a project on the basis of the evidence derived
from fuzzy reasoning.

In conclusion, this dissertation wants to underline the following issues:

A novel fusion of Artificial Intelligence techniques in order to the man-
agement of tacit and explicit knowledge in business environments has
been proposed.

A Knowledge Management framework was developed as a useful tool
for different skilled workers. The system, composed by different sub-
systems and modules (such as the Document Management Subsystem
for extraction of information and the Decision Support Expert System
for knowledge reuse and project selection) can be used for a wide range
of scenarios.

The proposed KMS is modular, so it is adaptable to different domains
by substitution of a limited set of rules.

The prototype of Decision Support System presented is able to address
issues about uncertainty reasoning.

Some component of the framework was evaluated on a real ICT busi-
ness environment, observing some factors like reduction of information
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retrieval time, diffusion of expertises and experiences.

6.2 Future Directions

Knowledge Management, as seen in the previous chapters, can be defined as
a systematic approach for improving the handling of knowledge on all levels
of an organization (individual, group and organizational level) in order to
support the organization’s business goals, such as innovation, quality, cost
reduction and so on. KM is also a management discipline that combines
methods for human resource management, strategic planning and organiza-
tional behavior.

Researches on KM are focused on the use of knowledge within organi-
zations, thus aiming at the distribution of relevant information. This pro-
cess is typically supported by centralized approaches. Knowledge about peo-
ple, knowledge about processes, and domain knowledge are represented and
maintained as information in global repositories, which are sources to meet
knowledge worker’s information needs. Such repositories may be structured
by means of global ontologies and made accessible through knowledge portals,
as Kromos.

A very interesting approach to distribute knowledge is represented by
software agents. Agent based systems are able to support various aspects
of Knowledge Management. They can be used both as personal information
agents for knowledge retrieval and as agent based workflows for business
process. The main features of autonomy and proactivity make an agent
very useful to solve complex problems. These agent’s features along with
the progress of WWW, which has created a parallel world in which a huge
amount of entities exist virtually in a universe of elaborate information [80],
provide new research perspectives.

For these reasons, as well as many others [81][82][83][84][85], I consider
very interesting the agent paradigm for the design of a self-organized virtual
enterprise. In my opinion, this approach may have many advantages in a
model where agents perform uncertainty reasoning, thus I’m directing my
future works toward the formulation of such model.
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Protégé-2000),” 1999.

[55] V. Chaudhri, A. Farquhar, R. Fikes, P. Karp, and J. Rice, “OKBC: A
programmatic foundation for knowledge base interoperability,” in Pro-
ceedings of the National Conference on Artificial Intelligence. JOHN
WILEY & SONS LTD, 1998, pp. 600–607.

[56] E. Hatcher and O. Gospodnetic, “Lucene in action,” 2004.

[57] S. Brown, S. Li, R. Burdick, B. Sullivan, M. Nelson, S. Wilkinson,
R. Johnson, G. Taylor, J. Falkner, B. Galbraith et al., Professional jsp.
Wrox Press Ltd. Birmingham, UK, UK, 2001.

[58] A. Carneiro, “How does knowledge management influence innovation
and competitiveness?” Journal of Knowledge Management, vol. 4, no. 2,
pp. 87–98, 2000.

[59] M. McIlroy, J. Buxton, P. Naur, and B. Randell, “Mass produced soft-
ware components,” Software Engineering Concepts and Techniques, pp.
88–98, 1969.

[60] I. Jacobson, M. Griss, and P. Jonsson, Software reuse: architecture,
process and organization for business success. ACM Press/Addison-
Wesley Publishing Co. New York, NY, USA, 1997.

[61] E. Karlsson, Software reuse: a holistic approach. John Wiley & Sons,
Inc. New York, NY, USA, 1995.

[62] W. Lim, Managing software reuse: a comprehensive guide to strategically
reengineering the organization for reusable components. Prentice-Hall,
Inc. Upper Saddle River, NJ, USA, 1998.



BIBLIOGRAPHY 79

[63] N. Noy, R. Fergerson, and M. Musen, “The knowledge model of Protege-
2000: Combining interoperability and flexibility,” Knowledge Engineer-
ing and Knowledge Management Methods, Models, and Tools, pp. 69–82,
2000.

[64] B. Swartout, R. Patil, K. Knight, and T. Russ, “Toward distributed use
of large-scale ontologies,” in Proc. of the Tenth Workshop on Knowledge
Acquisition for Knowledge-Based Systems, 1996.

[65] B. Chandrasekaran, J. Josephson, and V. Benjamins, “What are on-
tologies, and why do we need them?” Intelligent Systems and Their
Applications, IEEE, vol. 14, no. 1, pp. 20–26, 2002.

[66] J. Giarratano and G. Riley, Expert systems: principles and programming.
Brooks/Cole Publishing Co. Pacific Grove, CA, USA, 1989.

[67] C. Forgy, “Rete: A fast algorithm for the many pattern/many object
pattern match problem* 1,” Artificial intelligence, vol. 19, no. 1, pp.
17–37, 1982.

[68] H. Eriksson, “Using JessTab to integrate protégé and jess,” Intelligent
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