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Abstract

The usage of social media has started increasing exponentially over the last decade. Currently,
people started to share their information on social media platforms everyday using the

services such as Facebook, Twitter, Instagram and LinkedIn. Because these services gives the
opportunity of establishing interactions between users instantly regardless of their location etc.
it was inevitable for these social networks to become a part of our daily life. The increase in the
numbers of usage has also caused the volume and the importance of the information on social
media networks to go up. Twitter, one of the most used social networks, can be considered as one
of those networks which possesses all the above properties. And because it is used so commonly,
the number of spammer in this network has increased in time parallel to the increase on the
usage of the social network itself. This increase is a↵ecting the experience and the performance
users get from this social network in a negative way. For preventing it, various methods has been
developed. In this study, some of those methods and the research papers of these methods has
been analysed and reviewed. In addition to previously given information, a study focusing on
retracting meaningful information with Social Sensing methods from Twitter data has also been
reviewed in this study.

Keywords: Machine Learning, Social Networks, Social Network Analysis, Spam De-
tection, Social Sensing
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1. Introduction

With the exponential increase of social
media usage in everyday life, some so-

cial networks has evolved into something that
changes the way we live. The number of so-
cial media users increases every day, there
were 3.6 billion social media users in 2020
and it is estimated in 2025 there will be up to
4.41 billion social media users worldwide[1].
There is various type of information uploaded
and shared on social media in the form of
text, videos, photos and audio via social me-
dia services [2]. One of them, Twitter, is the
42nd most popular website and the 3rd most
popular social media network with 650 mil-
lion registered, 326 million active users and
500 million post per day average [3, 4].

The exponential increase of social
network usage can be explained with the cre-
ated links between users via posts, comments,
messages and likes, expressing their opinions
through social media [5]. In Table 1 , the
increase in the number of the usage rate of

social media are given [6].

Table 1

Increase in the Social Media Usage

Year

Active
social
media
users

(Million)

Number
of mobile
device
users

(Million)

Active
mobile
social
media
users

(Million)

2018 3419 2307 1968
2019 3751 2526 2251

With this increase in the usage, it
was inevitable for the researchers and vari-
ous organizations to start studies aimed at
obtaining meaningful information at di↵erent
levels from the existing data over social me-
dia networks.

Regarding previously given infor-
mation, this review provides a comprehensive
overview of the already-given articles given
in Table 2, the methods used in these studies
and outlines directions for future research.

Table 2

Reviewed Studies

Author(s) Name of the Study Year F-Score (%)

Concone, Lo Re,
Morana & Ruocco

Twitter Spam
Account Detection

by E↵ective Labeling
2019 95

Concone, Lo Re,
Morana & Ruocco

Assisted Labeling for
Spam Account

Detection on Twitter
2019 81,2

Concone, De Paola,
Lo Re & Morana

Twitter Analysis for
Real-Time Malware

Discovery
2017 NaN1

The remainder of the paper is orga-
nized as follows. In Section 2, we discuss and
explain the methods used in the given articles
in detail. In Section 3 we give the experimen-

tal results of the reviewed articles and give
a comprehensive comparison between similar
ones. Conclusions will follow in Section 4.

1No F-Score has calculated for this study
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2. Methods

Communication, using the Social Media
services, must have some security re-

quirements. These requirements are:

• Integrity

• Confidentiality

• Eligibility

• User communication confidentiality

Due to the high usage numbers,
Twitter, like the other popular social media
services, is targeted by spam accounts and
malicious softwares.

The Annual Cybersecurity Report
for the year 2018, published by Cisco, shows
that the popular social media services, such
as Twitter, are containing misuse cases with
the aim of malware network tra�c. Spams
are the most common type of the malware
in social networks and can be considered as
the most important threats to users in social
media networks[7].

Some of the academic studies on ow
to detect these threats are categorized and
presented in this study.

2.1 Labeling

The developments in the Machine Learning
made it easier for researchers to observing,
finding patterns and understanding the or-
ganization of the data easier. According to
that, approaches like Labeling has emerged.
In the Labeling approach, the aim is to seper-
ate spammers from the legitimate users.

The biggest obstacle to reach that
aim is the constant evolving characteristics
of malicious behavior. Because the behav-
ior is changing constantly, it is not possible

to define a fixed rule-set to distinguish ma-
licious accounts from the trustworthy ones.
Although, the behaviour is constantly chang-
ing, the goal of the spammers usually doesn’t
change. The biggest objective of the mali-
cious accounts is reaching as many users as
possible.

In order to achieve this goal, spam-
mers often behave abnormally. Abnormal be-
havior can be defined as ”Behaving di↵er-

ent than normal”. And if the behavior is
di↵ering from the normal, it is considered
dangerous[8]. The most important informa-
tion here is that because the normal behav-
ior is known, the abnormal behavior can be
seperated from the normal one.

Regarding previously given infor-
mation, the chracteristics of the malicious ac-
counts can be determined with:

1. URL Analysis

2. Finding Similar Tweets

3. Finding Similar Users

2.1.1 URL Analysis

The first step of URL analysis is using black-
listing services. Blacklisting services provides
information about the given link concerning
if the link is malicious or not based on pre-
viously collected reports. Like all other sys-
tems, Blacklisting services also has their own
weaknesses which can be defined as follows:

1. Four days needed to ad a malicious
website to be added to a blacklist [9]

2. Blacklisting services can’t detect ma-
licious links that has been shortened
twice or more

3. These services aim to find unsafe links,
as a result, a spammer who shares
safe links several times (still spamming)
would never be found by URL blacklist-
ing services
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Regarding the given information,
relying on those services is not enough by it-
self. As a consequence, the URL’s shared on
social networks needs more detailed exami-
nation.

To overcome this obstacle, re-
searchers analysed more features. Both of the
URL analyzers used in the reviewed studies
uses the same features. In particular, three
factors are considered:

1. The presence of maicious urls accord-
ing to Google Safe Browsing (GSB)

2. The total number of urls

3. The ratio RUT between number of
unique urls, U and T.

2.1.2 Finding Similar Tweets

Another anomaly, observed on malicious ac-
counts can be considered as sharing simi-
lar content multiple times. Since the pur-
pose of malicious accounts is to maximize the
number of legitimate users they reach, they
widely use this method. To detect this kind
of tweets, a detailed analysis of the given data
is required.

Analysing data is not possible with-
out the help of the machine learning meth-
ods. Because the data is so big and heteroge-
neous, it makes the analysing progress slower.
To overcome this issue, researchers has devel-
oped various techniques. Regarding that, to
be able to divide the given data into homoge-
neous clusters, several clustering techniques
have been proposed in the literature[10].

For clustering the data into homo-
geneous clusters, near duplicates clustering

method has been widely used amongst re-
searchers. This method intends grouping

given items, i.e., such as tweets like given
in these studies, that are completely same or
slightly di↵erent from each other by a few
characters.

With the help of this methods, re-
searchers aim is finding and measuring the
DoS 2 between the given items, which, in
this case, tweets shared in the timeline of
each user. For finding the near-duplicate
tweets, MinHash and LSH 3 algorithms can
be used[11].

Tweets are complex structures, con-
taining, text, images, links, mentions etc.
with a limitation of available characters.
Even with the above-given techniques, some
pre-processing work is required to minimize
the time-span and maximize the e�ciency of
the given algorithms. On this purpose, the
pre-processing methods used by researchers
can be given as follows:

� Remove all non-english4 tweets

� Remove Mentions

� Convert text to lower-case

� Remove hashtag symbol and other
common symbols

� Expand the urls

� Remove stop-words

� Normalize accented characters

2.1.3 Finding Similar Users

With the help of another clustering algo-
rithm, named as QTC

5, which aims reducing
the manual annotation e↵ort, the accounts
which has not been labeled during the pre-
vious stages can be distinguished. The main
goal in this technique is grouping the users
with similar behavior with only performing

2Degree of Similarity
3Locality-Sensitive Hashing
4Or any other target language
5Quality Threshold Clustering
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manual annotation for a small group of users
and extending the label to the whole dataset.

The main di↵erence between the
QTC and other clustering algorithms is,
other clustering algorithms require prior
specification of the number of clusters to be
found, where QTC does not. Instead of
that, when using QTC algorithm, elements
are progressively grouped while maintaining
the quality of each cluster above a vertain
threshold.

To be able to achieve the goal given
above, two parameters must be defined which
are given as follows:

- The maximum cluster diameter (d).

- The minimum number of elements a
cluster has to contain (m).

2.2 Real-Time Malware Alerting

Real-time malware alerting method extracts
tweets from the original source using the API
provided by Twitter. After this, all posts
received go through a searching process by
looking out if the commonly used keywords
in messages for the computer attacks exist.
To be able to find and select related posts, a
set of keywords are defined pre-search. With
this method, researchers aim to prevent the
spread of the messages containing a new mal-
ware.

Tweets targeting the spread of mal-
ware do not always appear in the same shapes
and forms. In addition, tweets containing re-
lated keywords cannot be said to be malicious
under all circumstances, for example, these
tweets may be posts made for advertisements
of anti-virus software.

Therefore, these posts need to be
examined in more detail. In order to
carry out this review process, first all ”non-
important” words are removed from the rel-
evant tweet thread in order to improve the

performance of the classifier. Afterwards, the
remaining tweets are classified using a Näıve
Bayes classifier.

3. Reporting the Result

Based on the papers reviewed, all of the
papers demonstrated the usage of either

Clustering method, hashing method or a mix
of both methods.

The techniques rely on the quality
of the dataset, features of the dataset and
feature selection process.

According to the papers which has
been reviewed in this study, it can be seen
that the researchers has taken advantage of
one of the mostly used methods for social me-
dia analyzing, which is Näıve Bayes model.
Näıve Bayes is an algorithm know as produc-
ing satisfying results when applied on well-
formed text corpus [12].

The first of these studies, (Concone,
F., Re, G. L., Morana, M., & Ruocco, C. ,
2019) [13] aims to detect malicious accounts
that use OSNs for non-legit activities and
reduce spam detection time. In this study,
they developed two di↵erent algorithms and
tested these algorithms with a data set that
included almost 8 million tweets from more
than 40 thousand users.

After testing their algorithm with
di↵erent settings and using di↵erent feature
sets, researchers has reported the proposed
algorithm reaches 95% accuracy rate with
genuine users and 70% accuracy rate with
spammers.

The second study, (Concone, F., Re,
G. L., Morana, M., & Ruocco, C. , 2019) [14]
to solve the spam detection problem, they de-
veloped a method that performs URL inspec-
tion and tweet classification tasks. In this
way, it was ensured that legit users and spam-
mers were separated based on the behavior
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patterns frequently used by spammers.

As a result of their study, the re-
searchers has reported, they have reached
about 80% accuracy rates within the actual
and spammer accounts labeling.

The third and the last study, (Con-
cone, F., De Paola, A., Re, G. L., & Morana,
M. , 2017) [15] o↵ers a real-time malware
warning system which has been developed by
the researchers. This system has been tested
with tweets obtained through the Twitter
API using the Naive Bayes classifier. After-
wards, tweets with the same topics e.g, a new
malware infection, summerized to create an
alert.

After the testing phase, researchers
has stated that with the involvement of the
users in the process, a system that adapts it-
self to the situation and conditions has been
created.

4. Conclusion

The results obtained after the examina-
tion of the relevant studies are exam-

ined in this section. Accordingly, it has been
determined that there are studies that use
di↵erent methods in the fields of both URL
analysis and the discovery of spam accounts.
The studies based on this research have been
examined in detail. The results obtained
after the examination of the studies found
show that it is possible to perform URL anal-
ysis and spam account detection on social
networks using both machine learning-based
methods and other methods. In this context,
it has been observed that the researchers have
succeeded with di↵erent methods on the spe-
cific subjects they want to investigate. Ac-
cordingly, it cannot be said that a single
method in the field of spam account detec-
tion or URL analysis is more successful than
others, previous studies should be examined
specifically on the area to be investigated,
and if necessary, the previously used mod-
els should be arranged in accordance with
the specific research subject or new models
should be created according to the subject
inspired by these models.
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[6] O. Çıtlak, M. Dorterler, and I. A. Dogru, “A survey on detecting spam accounts on Twitter
network,” Social Network Analysis and Mining, 2019.

[7] M. Verma and S. Sofat, “Techniques to detect spammers in twitter-a survey,” International

Journal of Computer Applications, vol. 85, no. 10, 2014.

[8] M. H. Bhuyan, D. Bhattacharyya, and J. K. Kalita, “An e↵ective unsupervised network
anomaly detection method,” in Proceedings of the international conference on advances in

computing, communications and informatics, pp. 533–539, 2012.

[9] C. Grier, K. Thomas, V. Paxson, and M. Zhang, “spam: the underground on 140 characters
or less,” in Proceedings of the 17th ACM conference on Computer and communications

security, pp. 27–37, 2010.

[10] R. Xu and D. Wunsch, “Survey of clustering algorithms,” IEEE Transactions on neural

networks, vol. 16, no. 3, pp. 645–678, 2005.

[11] A. Gionis, P. Indyk, R. Motwani, et al., “Similarity search in high dimensions via hashing,”
in Vldb, vol. 99, pp. 518–529, 1999.

[12] A. U. Hassan, J. Hussain, M. Hussain, M. Sadiq, and S. Lee, “Sentiment analysis of social
networking sites (SNS) data using machine learning approach for the measurement of de-
pression,” in 2017 International Conference on Information and Communication Technology

Convergence (ICTC), pp. 138–140, IEEE, 2017.

[13] F. Concone, G. Lo Re, M. Morana, and C. Ruocco, “Twitter Spam Account Detection by
E↵ective Labeling,” in ITASEC, 2019.

[14] F. Concone, G. Lo Re, M. Morana, and C. Ruocco, “Assisted Labeling for Spam Account De-
tection on Twitter,” in 2019 IEEE International Conference on Smart Computing (SMART-

COMP), pp. 359–366, IEEE, 2019.

[15] F. Concone, A. De Paola, G. Lo Re, and M. Morana, “Twitter analysis for real-time malware
discovery,” in 2017 AEIT International Annual Conference, pp. 1–6, IEEE, 2017.

8

https://www.statista.com/statistics/278414/number-of-worldwide-social-network-users/
https://www.researchgate.net/profile/Kaiser-Giri/publication/287294077_Big_Data_-Overview_and_Challenges/links/56751e7508ae125516e3f384/Big-Data-Overview-and-Challenges.pdf
https://doi.org/10.1016/j.comcom.2015.09.021
https://doi.org/10.1016/j.eswa.2020.114006
https://doi.org/10.1016/j.eswa.2020.114006
https://doi.org/10.1016/j.future.2020.01.005
https://doi.org/10.1016/j.future.2020.01.005
https://doi.org/10.1007/s13278-019-0582-x
https://doi.org/10.1007/s13278-019-0582-x
https://www.researchgate.net/profile/Divya-Divya-10/publication/262992888_Techniques_to_Detect_Spammers_in_Twitter-_A_Survey/links/5e47021e299bf1cdb92b5884/Techniques-to-Detect-Spammers-in-Twitter-A-Survey.pdf
https://doi.org/10.1145/2345396.2345484
https://doi.org/10.1145/2345396.2345484
https://doi.org/10.1145/1866307.1866311
https://doi.org/10.1145/1866307.1866311
10.1109/TNN.2005.845141
https://www.cs.princeton.edu/courses/archive/spring13/cos598C/Gionis.pdf
10.1109/ICTC.2017.8190959
10.1109/ICTC.2017.8190959
10.1109/ICTC.2017.8190959
http://www.diid.unipa.it/networks/ndslab/pdf/0175.pdf
http://www.diid.unipa.it/networks/ndslab/pdf/0175.pdf
10.1109/SMARTCOMP.2019.00073
10.1109/SMARTCOMP.2019.00073
10.23919/AEIT.2017.8240551
10.23919/AEIT.2017.8240551

	Introduction
	Methods
	Labeling
	URL Analysis
	Finding Similar Tweets
	Finding Similar Users

	Real-Time Malware Alerting

	Reporting the Result
	Conclusion

