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#### Abstract

In this paper, exploiting suitable logical conditions, we study the generalized coherence of interval-valued probability assessments and the coherence of qualitative probabilities defined on finite families of conditional events. In the numerical case, the logical conditions ensure the solvability of suitable linear systems used in the algorithm for the checking of generalized coherence. In the qualitative case, the logical conditions ensure the existence of a precise probability agreeing with the qualitative ordering.


## 1 Introduction

In many applications of Artificial Intelligence we need to reason with uncertain information under vague or partial knowledge. In these cases a probabilistic treatment of uncertainty based on precise probabilistic assessments is quite unrealistic. Then, a more flexible approach can be based on qualitative and/or imprecise probabilities, using suitable generalizations of the coherence principle of de Finetti, or similar principles adopted for lower and upper probabilities. Results based on such approach have been obtained in many papers (see, e.g., [1], [2], [3], [4], [5], [6], [7], [8], [9], [11], [12]).
In this paper we study lower-upper probability bounds and qualitative probabilities on finite families of conditional events. To check the consistency of conditional probability bounds we adopt a notion of generalized coherence ( $g$ coherence), which is based on the coherence principle of de Finetti and is equivalent to the property of "avoiding uniform loss" given in [14]. We examine
some logical conditions which allow to reduce the checking of g -coherence of upper and interval-valued conditional probability assessments to suitable subfamilies of the initial family of conditional events. Such logical conditions ensure the solvability of suitable linear systems used in the algorithm for checking gcoherence. We also consider the case of qualitative probabilities and we obtain some theoretical results which allow to represent the qualitative assessments by means of coherent precise probabilities, when some logical conditions are satisfied. We illustrate the theoretical results by some examples. Notice that similar results have been obtained in [3], [4], [5], [6], [9], [10]. The paper is organized as follows. In Section 2 we recall some preliminary notions and results. In Section 3 we give some results on the g-coherence of upper and interval-valued conditional probability bounds. In Section 4 we give some results on the coherence of qualitative probability assessments. Finally, in Section 5 we give some conclusions.

## 2 Preliminaries

We recall some notions and results on the coherence of precise and imprecise probability assessments. For each integer $n$, we set $J_{n}=\{1,2, \ldots, n\}$. Given a precise probability assessment $\mathcal{P}_{n}=\left(p_{j}, j \in J_{n}\right)$ on a family of conditional events $\mathcal{F}_{n}=\left\{E_{j} \mid H_{j}, j \in J_{n}\right\}$, let $C_{1}, \ldots, C_{m}$ be the constituents, contained in $\mathcal{H}_{n}=\bigvee_{j=1}^{n} H_{j}$, which are obtained by expanding the expression

$$
\begin{equation*}
\left(E_{1} H_{1} \vee E_{1}^{c} H_{1} \vee H_{1}^{c}\right) \wedge \cdots \wedge\left(E_{n} H_{n} \vee E_{n}^{c} H_{n} \vee H_{n}^{c}\right) . \tag{1}
\end{equation*}
$$

Let $\mathcal{S}$ be the following system

$$
\left\{\begin{array}{lll}
\sum_{r: C_{r} \subseteq E_{i} H_{i}} \lambda_{r}= & p_{i} \sum_{r: C_{r} \subseteq H_{i}} \lambda_{r}, & i \in J_{n},  \tag{2}\\
\sum_{r \in J_{m}} \lambda_{r}=1, & \lambda_{r} \geq 0, & r \in J_{m} .
\end{array}\right.
$$

We denote respectively by $\Lambda=\left(\lambda_{r}, r \in J_{m}\right)$ and $S$ the vector of unknowns and the set of solutions of the system (2) and, for each $j \in J_{n}$, we define $\Phi_{j}(\Lambda)=\sum_{r: C_{r} \subseteq H_{j}} \lambda_{r}$. Moreover, we define

$$
\begin{equation*}
I_{0}=\left\{j \in J_{n}: \operatorname{Max}_{\Lambda \in \mathcal{S}} \Phi_{j}(\Lambda)=0\right\} \tag{3}
\end{equation*}
$$

Notice that $I_{0}$ is a (strict) subset of $J_{n}$ and coincides with the set of subscripts such that, for each $j \in I_{0}$, the conditioning event $H_{j}$ has 0 probability. Denoting by $\mathcal{P}_{0}$ the sub-assessment associated with the set $I_{0}$, we have

Theorem 1. The assessment $\mathcal{P}_{n}$ on $\mathcal{F}_{n}$ is coherent if and only if the following conditions are verified:

$$
\text { 1. The system }(2) \text { is solvable; } \quad 2 \text {. if } I_{0} \neq \emptyset \text {, then } \mathcal{P}_{0} \text { is coherent. }
$$

Given an interval-valued probability assessment $X_{n}=\left(\left[l_{i}, u_{i}\right], i \in J_{n}\right)$ on a family $\mathcal{F}_{n}$, we use the following definition of generalized coherence (g-coherence) ([1], [12]).

Definition 1. An interval-valued probability assessment $X_{n}=\left(\left[l_{i}, u_{i}\right], i \in J_{n}\right)$, defined on a family of $n$ conditional events $\mathcal{F}_{n}=\left\{E_{i} \mid H_{i}, i \in J_{n}\right\}$, is g-coherent if there exists a coherent precise probability assessment $\mathcal{P}_{n}=\left(p_{i}, i \in J_{n}\right)$ on $\mathcal{F}_{n}$, with $p_{i}=P\left(E_{i} \mid H_{i}\right)$, which is consistent with $X_{n}$, that is such that $l_{i} \leq p_{i} \leq u_{i}$ for each $i \in J_{n}$.

Generalizing the system (2) to the case of interval-valued assessments, we obtain the following system $\mathcal{S}$

$$
\left\{\begin{array}{l}
\sum_{r: C_{r} \subseteq E_{i} H_{i}} \lambda_{r} \geq l_{i} \sum_{r: C_{r} \subseteq H_{i}} \lambda_{r}, \quad i \in J_{n},  \tag{4}\\
\sum_{r: C_{r} \subseteq E_{i} H_{i}} \lambda_{r} \leq u_{i} \sum_{r: C_{r} \subseteq H_{i}} \lambda_{r}, \quad i \in J_{n}, \\
\sum_{r \in J_{m}} \lambda_{r}=1, \quad \lambda_{r} \geq 0, \quad r \in J_{m} .
\end{array}\right.
$$

Then, defining the set $I_{0}$ as in (3), Theorem 1 can be generalized to the case of interval-valued assessments in the following way.

Theorem 2. The assessment $X_{n}$ on $\mathcal{F}_{n}$ is g-coherent if and only if the following conditions are verified:

1. The system (4) is solvable; $\quad 2$. if $I_{0} \neq \emptyset$, then $X_{0}$ is g-coherent.

Thus, in order to check the g-coherence of $X_{n}$ we have to study the solvability of the system $\mathcal{S}$. If such system is not solvable, then $X_{n}$ is not g-coherent; otherwise, we have to compute the set $I_{0}$. We denote by $\left(\mathcal{F}_{0}, X_{0}\right)$ the pair associated with $I_{0}$ and we observe that $\mathcal{F}_{0}$ is a strict sub-family of $\mathcal{F}_{n}$ and $X_{0}$ is a strict sub-vector of $X_{n}$. Then, we replace the pair $\left(\mathcal{F}_{n}, X_{n}\right)$ by $\left(\mathcal{F}_{0}, X_{0}\right)$ and we check the solvability of the (new) system $\mathcal{S}$. By repeating a finite number of times such steps, one of the following conditions is verified: (i) $\mathcal{S}$ is not solvable, which means that $X_{n}$ is not g-coherent; (ii) $\mathcal{S}$ is solvable and $I_{0}=\emptyset$, which means that $X_{n}$ is g-coherent.

### 2.1 Qualitative conditional assessments

Given a permutation $\left(i_{1}, \ldots, i_{n}\right)$ of $(1, \ldots, n)$, we denote by $\mathcal{O}_{n}$ the following ordering or qualitative probability, on the family $\mathcal{F}_{n}=\left\{E_{i} \mid H_{i}, i \in J_{n}\right\}$,

$$
\begin{equation*}
P\left(E_{i_{1}} \mid H_{i_{1}}\right) \leq P\left(E_{i_{2}} \mid H_{i_{2}}\right) \leq \cdots \leq P\left(E_{i_{n}} \mid H_{i_{n}}\right), \quad E_{i_{k}} \mid H_{i_{k}} \in \mathcal{F}_{n} \tag{5}
\end{equation*}
$$

Definition 2. A qualitative assessment $\mathcal{O}_{n}$ on a family $\mathcal{F}_{n}=\left\{E_{i} \mid H_{i}, i \in J_{n}\right\}$ is coherent if there exists a coherent precise assessment $\mathcal{P}_{n}=\left(p_{i}, i \in J_{n}\right)$ on $\mathcal{F}_{n}$ agreeing with $\mathcal{O}_{n}$, that is such that $p_{i_{1}} \leq p_{i_{2}} \leq \cdots \leq p_{i_{n}}$.

If $\mathcal{P}_{n}$ is agreeing with $\mathcal{O}_{n}$, we also say that $\mathcal{P}_{n}$ represents the ordering $\mathcal{O}_{n}$.
Remark 1. From Definition 2, it follows that the qualitative assessment $\mathcal{O}_{n}$ is coherent if and only if there exists a g-coherent interval-valued assessment $X_{n}=\left(\left[l_{i}, u_{i}\right], i \in J_{n}\right)$ on $\mathcal{F}_{n}$, such that

$$
u_{i_{j}} \leq l_{i_{j+1}}, \quad j \in J_{n-1}
$$

### 2.2 Lower bounds

Let us consider the case in which a vector of lower bounds $\mathcal{A}_{n}=\left(l_{i}, i \in J_{n}\right)$ is defined on $\mathcal{F}_{n}$. For each constituent $C_{r}, r \in J_{m}$, we introduce a vector $V_{r}=$ $\left(v_{r 1}, \ldots, v_{r n}\right)$, where for each $i \in J_{n}$ it is respectively $v_{r i}=1$, or $v_{r i}=0$, or $v_{r i}=l_{i}$, according to whether $C_{r} \subseteq E_{i} H_{i}$, or $C_{r} \subseteq E_{i}^{c} H_{i}$, or $C_{r} \subseteq H_{i}^{c}$.
Let $\mathcal{V}=\left\{V_{r}, r \in J_{m}\right\}$ be the set of vectors associated with the set of constituents $\mathcal{C}=\left\{C_{r}, r \in J_{m}\right\}$. With each $V_{r} \in \mathcal{V}, r \in J_{m}$, we associate the sets

$$
\begin{equation*}
M_{r}=\left\{i \in J_{n}: v_{r i}=0\right\}, \quad N_{r}=\left\{i \in J_{n}: C_{r} \subseteq H_{i}^{c}\right\} \tag{6}
\end{equation*}
$$

Of course, $M_{r} \subseteq J_{n}$, while $N_{r} \subset J_{n}$. Then, introducing the set

$$
\begin{equation*}
\mathcal{I}=\{(h, k): h=0, \ldots, n-1 ; k=1, \ldots, n ; h+k \leq n\} \tag{7}
\end{equation*}
$$

for each $(h, k) \in \mathcal{I}$ we define

$$
\begin{equation*}
\mathcal{U}_{h, k}=\left\{V_{r} \in \mathcal{V}:\left|N_{r}\right|=h,\left|M_{r}\right|=k\right\} . \tag{8}
\end{equation*}
$$

Moreover, we define

$$
\begin{equation*}
\mathcal{W}=\left\{V_{r} \in \mathcal{V}: M_{r}=\emptyset\right\} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{V}_{h}=\left\{V_{r} \in \mathcal{W}:\left|N_{r}\right|=h\right\}, h=0,1, \ldots, n-1 . \tag{10}
\end{equation*}
$$

We observe that, if the sets $\mathcal{U}_{h, 0}$ were defined, then we would have $\mathcal{V}_{h}=\mathcal{U}_{h, 0}$. We have

$$
\begin{equation*}
\mathcal{V}=\mathcal{W} \cup\left(\bigcup_{(h, k) \in \mathcal{I}} \mathcal{U}_{h, k}\right)=\left(\bigcup_{h=0}^{n-1} \mathcal{V}_{h}\right) \cup\left(\bigcup_{(h, k) \in \mathcal{I}} \mathcal{U}_{h, k}\right) \tag{11}
\end{equation*}
$$

Given a vector of lower bounds $\mathcal{A}_{n}=\left(l_{i}, i \in J_{n}\right)$ on $\mathcal{F}_{n}=\left\{E_{i} \mid H_{i}, i \in J_{n}\right\}$, with $\mathcal{A}_{n}$ we associate the random gain $G_{n}=\sum_{i \in J_{n}} s_{i} H_{i}\left(E_{i}-l_{i}\right)$, with $s_{i} \geq 0, \forall i \in$ $J_{n}$. We denote by $\mathcal{G}=\left\{g_{j}\right\}_{j \in J_{m}}$ the set of possible values of $G_{n} \mid \mathcal{H}_{n}$.
Definition 3. A set $\mathcal{T} \subset J_{m}$ is said a basic set if the following property holds: Basic Property. For every $r \in J_{m} \backslash \mathcal{T}$ there exists a set $T_{r} \subseteq \mathcal{T}$ such that the following condition is satisfied.

$$
\begin{equation*}
\operatorname{Max}\left\{g_{j}\right\}_{j \in T_{r}}<0 \Longrightarrow g_{r}<0 \tag{12}
\end{equation*}
$$

Notice that the basic sets are useful to reduce the number of unknowns in the linear systems used in the checking of g-coherence ([2], [3]).
We recall some results obtained in [4], which are exploited in next section where analogous results are given for upper probability bounds.
Theorem 3. If $\mathcal{V}_{0}=\mathcal{V}_{1}=\cdots=\mathcal{V}_{n-1}=\emptyset$ and $l_{1}+\cdots+l_{n}>n-1$, then $\mathcal{A}_{n}$ is not g -coherent.

Theorem 4. If $\mathcal{V}_{0}=\cdots=\mathcal{V}_{n-1}=\emptyset,\left|\mathcal{U}_{0,1}\right|=n, 0<l_{i}<1 \forall i$, then one has:
a) there exists a basic set $\mathcal{T}$, with $|\mathcal{T}|=n$;
b) $\mathcal{A}_{n}$ is g-coherent iff $l_{1}+\cdots+l_{n} \leq n-1$.

Defining

$$
\mathcal{Z}=\{(h, k): h+k=n-1, h>0\} \cup\{(h, k): h+k<n-1\},
$$

we have
Theorem 5. If $\mathcal{V}_{0}=\cdots=\mathcal{V}_{n-1}=\emptyset, \mathcal{U}_{h, k}=\emptyset$ for each $(h, k) \in \mathcal{Z}$, and $l_{1}+\cdots+l_{n}>1$, then $\mathcal{A}_{n}$ is not g-coherent.

Theorem 6. If $\mathcal{V}_{0}=\cdots=\mathcal{V}_{n-1}=\emptyset, \mathcal{U}_{h, k}=\emptyset$, for each pair $(h, k) \in \mathcal{Z}$, $\left|\mathcal{U}_{0, n-1}\right|=n, 0<l_{i}<1 \forall i$, then one has:
a) if, for every $j \in J_{n}$, it is $\sum_{i \in J_{n} \backslash\{j\}} l_{i} \leq 1$, then $\mathcal{T}=J_{n}$ is a basic set;
b) $\mathcal{A}_{n}$ is g-coherent iff $l_{1}+\cdots+l_{n} \leq 1$.

## 3 Some results on conditional probability bounds

In this section we give some results on the g-coherence of upper and intervalvalued probability assessments.

### 3.1 Upper probability assessments

Let $\mathcal{B}_{n}=\left(u_{i}, i \in J_{n}\right)$ be a vector of upper probability bounds defined on $\mathcal{F}_{n}=\left\{E_{i} \mid H_{i}, i \in J_{n}\right\}$. For each constituent $C_{r}, r \in J_{m}$, we introduce a vector $W_{r}=\left(w_{r 1}, \ldots, w_{r n}\right)$, where for each $i \in J_{n}$ it is respectively $w_{r i}=1$, or $w_{r i}=0$, or $w_{r i}=u_{i}$, according to whether $C_{r} \subseteq E_{i} H_{i}$, or $C_{r} \subseteq E_{i}^{c} H_{i}$, or $C_{r} \subseteq H_{i}^{c}$. Given the pair $\left(\mathcal{F}_{n}, \mathcal{B}_{n}\right)$, we construct the set $\mathcal{V}^{\mathcal{B}}=\left\{W_{r}, r \in J_{m}\right\}$ of the vectors associated with the set of constituents $\mathcal{C}=\left\{C_{r}, r \in J_{m}\right\}$. Then, with each $W_{r} \in \mathcal{V}^{\mathcal{B}}$ we associate the sets

$$
\begin{equation*}
M_{r}^{\mathcal{B}}=\left\{i \in J_{n}: w_{r i}=1\right\}, \quad N_{r}^{\mathcal{B}}=\left\{i \in J_{n}: C_{r} \subseteq H_{i}^{c}\right\} \tag{13}
\end{equation*}
$$

Of course, $M_{r}^{\mathcal{B}} \subseteq J_{n}$, while $N_{r}^{\mathcal{B}} \subset J_{n}$. Then, recalling (7), for each $(h, k) \in \mathcal{I}$ we define

$$
\begin{equation*}
\mathcal{U}_{h, k}^{\mathcal{B}}=\left\{W_{r} \in \mathcal{V}^{\mathcal{B}}:\left|N_{r}^{\mathcal{B}}\right|=h,\left|M_{r}^{\mathcal{B}}\right|=k\right\} . \tag{14}
\end{equation*}
$$

Notice that $N_{r}^{\mathcal{B}}=N_{r}$ and $\left|M_{r}^{\mathcal{B}}\right|+\left|M_{r}\right|=n-\left|N_{r}\right|$. Then: $\mathcal{U}_{h, k}^{\mathcal{B}}=\mathcal{U}_{h, n-h-k}$. We define

$$
\begin{equation*}
\mathcal{W}^{\mathcal{B}}=\left\{W_{r} \in \mathcal{V}^{\mathcal{B}}: M_{r}^{\mathcal{B}}=\emptyset\right\} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{V}_{h}^{\mathcal{B}}=\left\{W_{r} \in \mathcal{W}^{\mathcal{B}}:\left|N_{r}^{\mathcal{B}}\right|=h\right\}, h=0,1, \ldots, n-1 . \tag{16}
\end{equation*}
$$

We observe that, if the sets $\mathcal{U}_{h, 0}^{\mathcal{B}}$ were defined, then we would have $\mathcal{V}_{h}^{\mathcal{B}}=\mathcal{U}_{h, 0}^{\mathcal{B}}$. We have

$$
\begin{equation*}
\mathcal{V}^{\mathcal{B}}=\mathcal{W}^{\mathcal{B}} \cup\left(\bigcup_{(h, k) \in \mathcal{I}} \mathcal{U}_{h, k}^{\mathcal{B}}\right)=\left(\bigcup_{h=0}^{n-1} \mathcal{V}_{h}^{\mathcal{B}}\right) \cup\left(\bigcup_{(h, k) \in \mathcal{I}} \mathcal{U}_{h, k}^{\mathcal{B}}\right) . \tag{17}
\end{equation*}
$$

Notice that the assessment $P(E \mid H) \leq u$ amounts to $P\left(E^{c} \mid H\right) \geq 1-u$. Then, a vector of upper probability bounds $\mathcal{B}_{n}=\left(u_{i}, i \in J_{n}\right)$ on $\mathcal{F}_{n}=\left\{E_{i} \mid H_{i}, i \in J_{n}\right\}$ is equivalent to the vector of lower bounds $\mathcal{A}_{n}=\mathcal{B}_{n}^{c}$, where $\mathcal{B}_{n}^{c}=\left(1-u_{i}, i \in J_{n}\right)$, on $\mathcal{F}_{n}^{c}=\left\{E_{1}^{c} \mid H_{i}, i \in J_{n}\right\}$. In other words, the g-coherence checking problems associated, respectively, with the pairs $\left(\mathcal{F}_{n}, \mathcal{B}_{n}\right)$ and $\left(\mathcal{F}_{n}^{c}, \mathcal{B}_{n}^{c}\right)$ coincide. Then, given a vector of upper bounds $\mathcal{B}_{n}$ on $\mathcal{F}_{n}$, we have

Theorem 7. If $\mathcal{V}_{0}^{\mathcal{B}}=\mathcal{V}_{1}^{\mathcal{B}}=\cdots=\mathcal{V}_{n-1}^{\mathcal{B}}=\emptyset$ and $u_{1}+\cdots+u_{n}<1$, then $\mathcal{B}_{n}$ is not g-coherent.

Proof. We replace the pair $\left(\mathcal{F}_{n}, \mathcal{B}_{n}\right)$ by the pair $\left(\mathcal{F}_{n}^{c}, \mathcal{B}_{n}^{c}\right)$. Hence, to each vector $W_{r}=\left(w_{r 1}, \ldots, w_{r n}\right)$ there corresponds, for the pair $\left(\mathcal{F}_{n}^{c}, \mathcal{B}_{n}^{c}\right)$, a vector $V_{r}=$ $\left(v_{r 1}, \ldots, v_{r n}\right)=\left(1-w_{r 1}, \ldots, 1-w_{r n}\right)$. The conditions

$$
\mathcal{V}_{0}^{\mathcal{B}}=\mathcal{V}_{1}^{\mathcal{B}}=\cdots=\mathcal{V}_{n-1}^{\mathcal{B}}=\emptyset, \quad u_{1}+\cdots+u_{n}<1
$$

relative to $\left(\mathcal{F}_{n}, \mathcal{B}_{n}\right)$, become

$$
\mathcal{V}_{0}=\mathcal{V}_{1}=\cdots=\mathcal{V}_{n-1}=\emptyset, \quad 1-u_{1}+\cdots+1-u_{n}>n-1
$$

for the pair $\left(\mathcal{F}_{n}^{c}, \mathcal{B}_{n}^{c}\right)$. Then, by Theorem 3 , the vector of lower bounds $\mathcal{B}_{n}^{c}$ on $\mathcal{F}_{n}^{c}$, i.e. the vector of upper bounds $\mathcal{B}_{n}$ on $\mathcal{F}_{n}$, is not g-coherent.

By a similar reasoning we obtain the following results.
Theorem 8. If $\mathcal{V}_{0}^{\mathcal{B}}=\cdots=\mathcal{V}_{n-1}^{\mathcal{B}}=\emptyset,\left|\mathcal{U}_{0,1}^{\mathcal{B}}\right|=n, 0<u_{i}<1 \forall i$, then one has:
a) there exists a basic set $\mathcal{T}$, with $|\mathcal{T}|=n$;
b) $\mathcal{B}_{n}$ is g-coherent iff $u_{1}+\cdots+u_{n} \geq 1$.

Theorem 9. If $\mathcal{V}_{0}^{\mathcal{B}}=\cdots=\mathcal{V}_{n-1}^{\mathcal{B}}=\emptyset, \mathcal{U}_{h, k}^{\mathcal{B}}=\emptyset$ for each $(h, k) \in \mathcal{Z}$, and $u_{1}+\cdots+u_{n}<n-1$, then $\mathcal{B}_{n}$ is not g-coherent.

Theorem 10. If $\mathcal{V}_{0}=\cdots=\mathcal{V}_{n-1}=\emptyset, \mathcal{U}_{h, k}=\emptyset$, for each pair $(h, k) \in \mathcal{Z}$, $\left|\mathcal{U}_{0, n-1}\right|=n, 0<\alpha_{i}<1 \forall i$, then one has:
a) if, for every $j \in J_{n}$, it is $\sum_{i \in J_{n} \backslash\{j\}} \alpha_{i} \leq 1$, then $\mathcal{T}=J_{n}$ is a basic set;
b) $\mathcal{A}_{n}$ is g-coherent iff $\alpha_{1}+\cdots+\alpha_{n} \leq 1$.

### 3.2 Interval-valued probability assessments

Let us consider an interval-valued probability assessments $X_{n}=\left(\left[l_{i}, u_{i}\right], i \in J_{n}\right)$ on a family $\mathcal{F}_{n}=\left\{E_{i} \mid H_{i}, i \in J_{n}\right\}$. We recall that the constituents $C_{1}, \ldots, C_{m}$ are contained in $\mathcal{H}_{n}=\bigvee_{j=1}^{n} H_{j}$. We have
Theorem 11. Given a non empty subset $\Gamma_{k} \subseteq J_{n}$, assume that the following conditions are satisfied

1. there exist two constituents $C_{r}$ and $C_{s}$ such that $C_{r} \subseteq E_{i} H_{i}, \forall i \in \Gamma_{k}$, $C_{r} \subseteq H_{i}^{c}, \forall i \in J_{n} \backslash \Gamma_{k}$, and $C_{s} \subseteq E_{i}^{c} H_{i}, \forall i \in \Gamma_{k}, C_{s} \subseteq H_{i}^{c}, \forall i \in J_{n} \backslash \Gamma_{k} ;$
2. $\operatorname{Max}\left\{l_{i}, i \in \Gamma_{k}\right\} \leq \operatorname{Min}\left\{u_{i}, i \in \Gamma_{k}\right\}$.

Then the assessment $X_{n}=\left(\left[l_{i}, u_{i}\right], i \in J_{n}\right)$ on the family $\mathcal{F}_{n}$ is g-coherent iff the assessment $\left(\left[l_{j}, u_{j}\right], j \in J_{n} \backslash \Gamma_{k}\right)$ on the family $\mathcal{F}_{n} \backslash\left\{E_{j} \mid H_{j}, j \in \Gamma_{k}\right\}$ is g-coherent.

Proof. In fact, the vector $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$, with
$\operatorname{Max}\left\{l_{i}, i \in \Gamma_{k}\right\} \leq \lambda_{r} \leq \operatorname{Min}\left\{u_{i}, i \in \Gamma_{k}\right\}, \quad \lambda_{s}=1-\lambda_{r}, \quad \lambda_{j}=0 \forall j \in J_{n} \backslash\{r, s\}$,
is a solution of the system (4), with $I_{0} \subseteq J_{n} \backslash \Gamma_{k}$. Then, the proof follows by Theorem 2.

In particular, observing that $l_{i} \leq u_{i}$, by the previous theorem we obtain
Corollary 1. Assume that there exist two constituents $C_{r}, C_{s}$ such that $C_{r} \subseteq$ $E_{i} H_{i}, C_{r} \subseteq H_{j}^{c}, \forall j \neq i$, and $C_{s} \subseteq E_{i}^{c} H_{i}, C_{s} \subseteq H_{j}^{c}, \forall j \neq i$. Then, the assessment $X_{n}=\left(\left[l_{i}, u_{i}\right], i \in J_{n}\right)$ on the family $\mathcal{F}_{n}$ is g-coherent iff the assessment ( $\left.\left[l_{j}, u_{j}\right], j \in J_{n} \backslash\{i\}\right)$ on the family $\mathcal{F}_{n} \backslash\left\{E_{i} \mid H_{i}\right\}$ is g-coherent.

Theorem 12. Given a subset $\Gamma_{k}=\left\{r_{1}, \ldots, r_{k}\right\} \subseteq J_{n}$, assume that the following conditions are satisfied

1. there exist $k$ constituents $C_{1}, \ldots, C_{k}$ such that, for each $i \in J_{k}$, it is $C_{i} \subseteq E_{r_{i}} H_{r_{i}}, C_{i} \subseteq E_{j}^{c} H_{j}, \forall j \in \Gamma_{k} \backslash\left\{r_{i}\right\}$, and $C_{i} \subseteq H_{j}^{c}, \forall j \in J_{n} \backslash \Gamma_{k} ;$
2. $\sum_{i \in \Gamma_{k}} l_{i} \leq 1, \sum_{i \in \Gamma_{k}} u_{i} \geq 1$.

Then, the assessment $X_{n}=\left(\left[l_{i}, u_{i}\right], i \in J_{n}\right)$ on the family $\mathcal{F}_{n}$ is g-coherent iff the assessment $\left(\left[l_{j}, u_{j}\right], j \in J_{n} \backslash \Gamma_{k}\right)$ on the family $\mathcal{F}_{n} \backslash\left\{E_{j} \mid H_{j}, j \in \Gamma_{k}\right\}$ is g-coherent.

Proof. Defining the quantities $L_{k}=\sum_{i \in \Gamma_{k}} l_{i}, \quad U_{k}=\sum_{i \in \Gamma_{k}} u_{i}$, we distinguish two cases:
(i) $L_{k}=U_{k}$. In this case, it is $l_{i}=u_{i}, \forall i \in \Gamma_{k}$, and the vector $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$, with

$$
\lambda_{i}=l_{i}, \forall i \in \Gamma_{k}, \quad \lambda_{i}=0, \forall i \in J_{n} \backslash \Gamma_{k},
$$

is a solution of the system (4), with $I_{0} \subseteq J_{n} \backslash \Gamma_{k}$.
(ii) $U_{k}>L_{k}$. In this case, the vector $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$, with

$$
\lambda_{i}=\frac{1-L_{k}}{U_{k}-L_{k}} u_{i}+\frac{U_{k}-1}{U_{k}-L_{k}} l_{i}, \quad \forall i \in \Gamma_{k}, \quad \lambda_{i}=0, \forall i \in J_{n} \backslash \Gamma_{k},
$$

is such that $l_{i} \leq \lambda_{i} \leq u_{i}, \forall i \in \Gamma_{k}, \quad \sum_{i \in \Gamma_{k}} \lambda_{i}=1$. Therefore, $\Lambda$ is a solution of the system (4), with $I_{0} \subseteq J_{n} \backslash \Gamma_{k}$.
In both cases, the proof follows by Theorem 2.

## 4 Some results on qualitative assessments

In this section we give some results on the coherence of qualitative assessments. We start by considering a family of three conditional events. We show that, in such case, under suitable logical conditions every qualitative ordering is coherent. We recall that the relation of inclusion among conditional events ([13]) is defined by

$$
\begin{equation*}
A|H \subseteq B| K \Longleftrightarrow A H \subseteq B K, \quad B^{c} K \subseteq A^{c} H \tag{18}
\end{equation*}
$$

Theorem 13. Given a family $\mathcal{F}_{3}=\left\{E_{1}\left|H_{1}, E_{2}\right| H_{2}, E_{3} \mid H_{3}\right\}$, the ordering $\mathcal{O}_{3}$ defined as $P\left(E_{1} \mid H_{1}\right) \leq P\left(E_{2} \mid H_{2}\right) \leq P\left(E_{3} \mid H_{3}\right)$ is coherent if and only if

$$
E_{2}\left|H_{2} \nsubseteq E_{1}\right| H_{1}, \quad E_{3}\left|H_{3} \nsubseteq E_{2}\right| H_{2}, \quad E_{3}\left|H_{3} \nsubseteq E_{1}\right| H_{1}
$$

The proof of the theorem is based on the following observations. By (18), as $E_{2}\left|H_{2} \nsubseteq E_{1}\right| H_{1}$, we have $E_{2} H_{2} \wedge\left(E_{1} H_{1}\right)^{c} \neq \emptyset$, or $E_{1}^{c} H_{1} \wedge\left(E_{2}^{c} H_{2}\right)^{c} \neq \emptyset$, that is: $E_{1}^{c} H_{1} E_{2} H_{2} \vee H_{1}^{c} E_{2} H_{2} \neq \emptyset$, or $E_{1}^{c} H_{1} E_{2} H_{2} \vee E_{1}^{c} H_{1} H_{2}^{c} \neq \emptyset$.
Hence:

$$
\begin{equation*}
E_{1}^{c} H_{1} E_{2} H_{2} \neq \emptyset, \text { or } H_{1}^{c} E_{2} H_{2} \neq \emptyset, \text { or } E_{1}^{c} H_{1} H_{2}^{c} \neq \emptyset \tag{19}
\end{equation*}
$$

From $E_{3}\left|H_{3} \nsubseteq E_{2}\right| H_{2}$ and $E_{3}\left|H_{3} \nsubseteq E_{1}\right| H_{1}$ we obtain, respectively

$$
\begin{array}{ll}
E_{2}^{c} H_{2} E_{3} H_{3} \neq \emptyset, & \text { or } H_{2}^{c} E_{3} H_{3} \neq \emptyset, \\
E_{1}^{c} H_{1} E_{3} H_{3} \neq \emptyset, & \text { or } E_{2}^{c} H_{2}^{c} E_{3} H_{3}^{c} \neq \emptyset \tag{21}
\end{array}
$$

By (19), (20), (21), it can be proved that there exists a coherent precise assessment $\mathcal{P}_{3}=\left(p_{1}, p_{2}, p_{3}\right)$ on $\mathcal{F}_{3}$, such that $p_{1} \leq p_{2} \leq p_{3}$, so that $\mathcal{O}_{3}$ is coherent. Considering the case of $n$ conditional events, we examine some logical conditions which ensure that every qualitative ordering $\mathcal{O}_{n}$ is coherent.

Theorem 14. Given a family $\mathcal{F}_{n}=\left\{E_{i} \mid H_{i}, i \in J_{n}\right\}$, assume that there exist $n$ constituents $C_{1}, \ldots, C_{n}$ such that, for each $r \in J_{n}$, it is $C_{r} \subseteq E_{r}^{c} H_{r}, C_{r} \subseteq$ $E_{j} H_{j}, \forall j \in J_{n} \backslash\{r\}$. Then, for each permutation $\left(i_{1}, \ldots, i_{n}\right)$, the ordering $\mathcal{O}_{n}$ defined by (5) is coherent.
Proof. We have to prove that, for each qualitative assessment $P\left(E_{i_{1}} \mid H_{i_{1}}\right) \leq$ $P\left(E_{i_{2}} \mid H_{i_{2}}\right) \leq \cdots \leq P\left(E_{i_{n}} \mid H_{i_{n}}\right)$, there exists a coherent precise probability assessment $\left(p_{1}, \ldots, p_{n}\right)$ on $\mathcal{F}_{n}$, with $p_{i}=P\left(E_{i} \mid H_{i}\right)$, agreeing with such ordering, i.e. such that $p_{i_{1}} \leq p_{i_{2}} \leq \cdots \leq p_{i_{n}}$. For each $r \in J_{n}$, with the constituent $C_{r}$ we associate the variable $\lambda_{r}$. We first consider the ordering $P\left(E_{1} \mid H_{1}\right) \leq$ $P\left(E_{2} \mid H_{2}\right) \leq \cdots \leq P\left(E_{n} \mid H_{n}\right)$. Given $n$ quantities $q_{1}, \ldots, q_{n}$, with $q_{j} \geq 0$, $\sum_{j=1}^{n} q_{j}=1$ and $q_{n} \leq q_{n-1} \leq \cdots \leq q_{1}$, let us consider the precise assessment $\mathcal{P}_{n}=\left(p_{1}, \ldots, p_{n}\right)$ on $\mathcal{F}_{n}$ defined as $p_{i}=\sum_{j \neq i} q_{j}=1-q_{i}$. Of course, $p_{1} \leq p_{2} \leq$ $\cdots \leq p_{n}$. Moreover, the vector $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$, with $\lambda_{i}=q_{i}, \forall i \in J_{n}$, $\lambda_{i}=0, \forall i \in J_{m} \backslash J_{n}$, is a solution of the system (2) associated with the pair $\left(\mathcal{F}_{n}, \mathcal{P}_{n}\right)$, with $I_{0}=\emptyset$. Therefore, $\mathcal{P}_{n}$ is coherent and the corresponding qualitative assessment is coherent too.
In a similar way, we can prove, for each permutation $\left(i_{1}, \ldots, i_{n}\right)$, the coherence of the ordering (5).

Theorem 15. Given a family of $n$ conditional events $\mathcal{F}_{n}=\left\{E_{i} \mid H_{i}, i \in J_{n}\right\}$, assume that there exist $n$ constituents $C_{1}, \ldots, C_{n}$ such that, for each $r \in J_{n}$, it is $C_{r} \subseteq E_{r} H_{r}, C_{r} \subseteq E_{j}^{c} H_{j}, \forall j \in J_{n} \backslash\{r\}$. Then, for each permutation $\left(i_{1}, \ldots, i_{n}\right)$, the ordering $\mathcal{O}_{n}$ defined by (5) is coherent.
Proof. By the hypotheses, we have that for the family $\mathcal{F}_{n}^{c}=\left\{E_{1}^{c}\left|H_{1}, \ldots, E_{n}^{c}\right| H_{n}\right\}$ there exist $n$ constituents $C_{1}^{\prime}, \ldots, C_{n}^{\prime}$ such that, for each $r \in J_{n}$, it is $C_{r}^{\prime} \subseteq$ $E_{r}^{c} H_{r}, C_{r}^{\prime} \subseteq E_{j} H_{j}, \forall j \in J_{n} \backslash\{r\}$. Then, by Theorem 14, for each permutation $\left(i_{1}, \ldots, i_{n}\right)$ of $(1, \ldots, n)$, the qualitative assessment $\mathcal{O}_{n}^{c}$ defined as

$$
P\left(E_{i_{1}}^{c} \mid H_{i_{1}}\right) \leq P\left(E_{i_{2}}^{c} \mid H_{i_{2}}\right) \leq \cdots \leq P\left(E_{i_{n}}^{c} \mid H_{i_{n}}\right)
$$

is coherent. Of course, the ordering on $\mathcal{F}_{n}^{c}$ associated with the permutation $\left(i_{n}, \ldots, i_{1}\right)$ is coherent too. Then, the conclusion follows by observing that the coherence of such ordering is equivalent to the coherence of the qualitative assessment $\mathcal{O}_{n}$ on $\mathcal{F}_{n}$, associated with the permutation $\left(i_{1}, \ldots, i_{n}\right)$.

Theorem 16. Given a family $\mathcal{F}_{n}=\left\{E_{i} \mid H_{i}, i \in J_{n}\right\}$ and a subscript $j \in J_{n}$, assume that there exist $n-1$ constituents $C_{r}, r \in J_{n} \backslash\{j\}$, such that $C_{r} \subseteq$ $E_{r}^{c} H_{r}, C_{r} \subseteq H_{j}^{c}, C_{r} \subseteq E_{i} H_{i}, \forall i \in J_{n} \backslash\{r, j\}$. Then, for each permutation $\left(i_{1}, \ldots, i_{n}\right)$, the ordering $\mathcal{O}_{n}$ defined by (5) is coherent.
Proof. We have to prove that, for each ordering $P\left(E_{i_{1}} \mid H_{i_{1}}\right) \leq P\left(E_{i_{2}} \mid H_{i_{2}}\right) \leq$ $\cdots \leq P\left(E_{i_{n}} \mid H_{i_{n}}\right)$, there exists a coherent precise assessment $\left(p_{1}, \ldots, p_{n}\right)$ agreeing with such ordering. For each $i \in J_{n} \backslash\{j\}$, with the constituent $C_{i}$ we associate the unknown $\lambda_{i}$. We first consider the ordering $P\left(E_{1} \mid H_{1}\right) \leq P\left(E_{2} \mid H_{2}\right) \leq$ $\cdots \leq P\left(E_{n} \mid H_{n}\right)$. Given $n$ quantities $q_{1}, \ldots, q_{n}$, with $q_{1} \geq \cdots \geq q_{n}, q_{k} \geq$ $0, \forall k \in J_{n}, \sum_{k \in J_{n} \backslash\{j\}} q_{k}=1$, let us consider the precise assessment $\left(p_{1}, \ldots, p_{n}\right)$ on $\mathcal{F}_{n}$ defined as $p_{i}=\sum_{k \in J_{n} \backslash\{i, j\}} q_{k}=1-q_{i}$, for $i \neq j$, and with $p_{j}$ an arbitrary number such that $p_{j-1} \leq p_{j} \leq p_{j+1}$, where we set $p_{j-1}=0$ if $j=1$ and $p_{j+1}=1$ if $j=n$. Of course, it is $p_{1} \leq \cdots \leq p_{n}$. Moreover, the vector $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$, with $\lambda_{j}=0, \lambda_{i}=q_{i}, \forall i \in J_{n} \backslash\{j\}$, is a solution of the system (2), with $I_{0} \subseteq I_{0}^{\prime}=\{j\}$. Then, as the assessment $P\left(E_{j} \mid H_{j}\right)=p_{j}$ is coherent, the assessment $\left(p_{1}, \ldots, p_{n}\right)$ is a precise coherent assessment on $\mathcal{F}_{n}$ agreeing with $P\left(E_{1} \mid H_{1}\right) \leq P\left(E_{2} \mid H_{2}\right) \leq \cdots \leq P\left(E_{n} \mid H_{n}\right)$.
In a similar way, we can prove, for each permutation $\left(i_{1}, \ldots, i_{n}\right)$, the coherence of the ordering (5).

Theorem 17. Given a family of $n$ conditional events $\mathcal{F}_{n}=\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}\right\}$ and a subscript $j \in J_{n}$, assume that there exist $n-1$ constituents $C_{h}, h \in$ $J_{n} \backslash\{j\}$, such that $C_{h} \subseteq E_{h} H_{h}, C_{h} \subseteq H_{j}^{c}, C_{h} \subseteq E_{i}^{c} H_{i}, \forall i \in J_{n} \backslash\{h, j\}$. Then, for each permutation $\left(i_{1}, \ldots, i_{n}\right)$, the ordering $\mathcal{O}_{n}$ defined by (5) is coherent.
Proof. By the hypotheses, we have that for the family $\mathcal{F}_{n}^{c}=\left\{E_{1}^{c}\left|H_{1}, \ldots, E_{n}^{c}\right| H_{n}\right\}$ there exist $n-1$ constituents $C_{r}^{\prime}, r \in J_{n} \backslash\{j\}$, such that $C_{r}^{\prime} \subseteq E_{r}^{c} H_{r}, C_{r}^{\prime} \subseteq$ $H_{j}^{c}, C_{r}^{\prime} \subseteq E_{i} H_{i}, \forall i \in J_{n} \backslash\{r, j\}$. Then, by Theorem 16, for each permutation $\left(i_{1}, \ldots, i_{n}\right)$, the qualitative assessment $\mathcal{O}_{n}^{c}$ defined as

$$
P\left(E_{i_{1}}^{c} \mid H_{i_{1}}\right) \leq P\left(E_{i_{2}}^{c} \mid H_{i_{2}}\right) \leq \cdots \leq P\left(E_{i_{n}}^{c} \mid H_{i_{n}}\right)
$$

is coherent. Of course, the ordering on $\mathcal{F}_{n}^{c}$ associated with the permutation $\left(i_{n}, \ldots, i_{1}\right)$ is coherent too. Then, the conclusion follows by observing that the coherence of such ordering is equivalent to the coherence of the qualitative assessment $\mathcal{O}_{n}$ on $\mathcal{F}_{n}$, associated with the permutation $\left(i_{1}, \ldots, i_{n}\right)$.
Example 1. We will now examine an example which is an application of Theorem 17. Given the family $\mathcal{F}_{3}=\left\{E_{1}\left|H_{1}, E_{2}\right| H_{2}, E_{3} \mid H_{3}\right\}=\{A|B, D| B, A B \mid C\}$, where the events $A, B, C, D$ are logically independent, let us consider the qualitative assessment $P\left(E_{1} \mid H_{1}\right) \leq P\left(E_{2} \mid H_{2}\right) \leq P\left(E_{3} \mid H_{3}\right)$. We define $C_{1}=A B C^{c} D^{c}$, $C_{2}=A^{c} B C^{c} D$ and with $C_{1}$ and $C_{2}$ we associate, respectively, the unknowns $\lambda_{1}$ and $\lambda_{2}$. Moreover, we set $\lambda_{r}=0, \forall r>2$. Given three quantities $q_{1}, q_{2}, q_{3}$, with $q_{1} \leq q_{2} \leq q_{3}$ and $q_{1}+q_{2}=1$, let us consider the precise assessment $\left(p_{1}, p_{2}, p_{3}\right)=\left(q_{1}, q_{2}, q_{3}\right)$ on the family $\mathcal{F}_{3}$. In our case, the system (2) becomes

$$
\left\{\begin{array}{l}
\lambda_{1}=p_{1}\left(\lambda_{1}+\lambda_{2}\right)  \tag{22}\\
\lambda_{2}=p_{2}\left(\lambda_{1}+\lambda_{2}\right) \\
0=p_{3} \cdot 0 \\
\lambda_{1}+\lambda_{2}=1, \quad \lambda_{r} \geq 0, r=1,2
\end{array}\right.
$$

and has the solution $\lambda_{1}=q_{1}, \lambda_{2}=q_{2}$, with $I_{0} \subseteq\{3\}$. Then, as the assessment $P(A B \mid C)=p_{3}$ is coherent, $\left(p_{1}, p_{2}, p_{3}\right)$ is a precise coherent assessment on $\mathcal{F}_{3}$ agreeing with the qualitative assessment $P\left(E_{1} \mid H_{1}\right) \leq P\left(E_{2} \mid H_{2}\right) \leq P\left(E_{3} \mid H_{3}\right)$.

Theorem 18. Given a family $\mathcal{F}_{n}=\left\{E_{i} \mid H_{i}, i \in J_{n}\right\}$, assume that there exist $n$ constituents $C_{1}, \ldots, C_{n}$, with

$$
C_{i} \subseteq E_{i} H_{i} E_{i+1} H_{i+1}, \forall i \in J_{n-1}, \quad C_{i} \subseteq E_{j}^{c} H_{j}, \forall j \in J_{n} \backslash\{i, i+1\}
$$

and $C_{n} \subseteq E_{n} H_{n}, C_{n} \subseteq E_{j}^{c} H_{j}, \forall j \in J_{n-1}$. Then, for every $k \in J_{n} \backslash\{1\}$, the ordering $\mathcal{O}_{n}$ on $\mathcal{F}_{n}$, associated with the permutation $(1, k, \ldots, n, 2, \ldots, k-1)$, is coherent.

Proof. We will prove the theorem by showing that there exists a precise assessment $\mathcal{P}_{n}=\left(p_{1}, \ldots, p_{n}\right)$ on $\mathcal{F}_{n}$, with $p_{1} \leq p_{k} \leq \cdots \leq p_{n} \leq p_{2} \leq \cdots \leq p_{k-1}$, such that the system (2) has a solution with $I_{0}=\emptyset$, so that $\mathcal{P}_{n}$ is coherent and represents the ordering $\mathcal{O}_{n}$ associated with the permutation $(1, k, \ldots, n, 2, \ldots, k-1)$. For each $i \in J_{n}$, with the constituent $C_{i}$ we associate the unknown $\lambda_{i}$. Moreover, we set $\lambda_{r}=0, \forall r>n$. The system (2), with vector of unknowns $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{n}, 0, \ldots, 0\right)$, is the following one

$$
p_{1}=\lambda_{1}, p_{i}=\lambda_{i-1}+\lambda_{i}, i=2, \ldots, n ; \sum_{r \in J_{n}} \lambda_{r}=1 ; \lambda_{r} \geq 0, \forall r \in J_{n}
$$

Then, in order the inequalities $p_{1} \leq p_{k} \leq \cdots \leq p_{n} \leq p_{2} \leq \cdots \leq p_{k-1}$ be satisfied, the following system must be solvable

$$
\left\{\begin{array}{l}
\lambda_{1} \leq \lambda_{k-1}+\lambda_{k} \leq \cdots \leq \lambda_{n-1}+\lambda_{n} \leq \lambda_{1}+\lambda_{2} \leq \cdots \leq \lambda_{k-2}+\lambda_{k-1}  \tag{23}\\
\sum_{r \in J_{n}} \lambda_{r}=1, \lambda_{r} \geq 0, r \in J_{n}
\end{array}\right.
$$

We should distinguish different cases. As an example, let us assume that $n$ is an even number and $k$ is an odd number. Then, it must be

$$
\begin{aligned}
& \lambda_{1} \leq \lambda_{k-1}+\lambda_{k} ; \quad \lambda_{n-1}+\lambda_{n} \leq \lambda_{1}+\lambda_{2} ; \quad \lambda_{2} \leq \lambda_{4} \leq \cdots \leq \lambda_{n-2} \leq \lambda_{n} ; \\
& \lambda_{k} \leq \lambda_{k+2} \leq \cdots \leq \lambda_{n-3} \leq \lambda_{n-1} ; \quad \lambda_{1} \leq \lambda_{3} \leq \cdots \leq \lambda_{k-4} \leq \lambda_{k-2} ;
\end{aligned}
$$

In this case, a solution of the system, with $I_{0}=\emptyset$, is

$$
\begin{aligned}
& \lambda_{n-1}=\lambda_{n}=\frac{c}{5}, \quad \lambda_{k-1}=\lambda_{k}=\lambda_{k+2}=\cdots=\lambda_{n-3}=\frac{c}{6}, \\
& \lambda_{2}=\lambda_{4}=\cdots=\lambda_{n-2}=\frac{c}{7}, \quad \frac{9 c}{35} \leq \lambda_{1}=\lambda_{3}=\cdots=\lambda_{k-2} \leq \frac{c}{3},
\end{aligned}
$$

where $c$ is a suitable positive constant such that $\sum_{r=1}^{n} \lambda_{r}=1$.
By a similar reasoning we can examine the other cases.
Notice that Theorem (18) holds also for a "strict" ordering (where each inequality $\leq$ is replaced by $<$ ). But, Theorem (18) doesn't hold when, in the strict ordering, the term $P\left(E_{1} \mid H_{1}\right)$ is not the first one), as shown in the next example.
Example 2. Let $F=\left\{E_{1}\left|H_{1}, E_{2}\right| H_{2}, E_{3} \mid H_{3}\right\}$ be a family of three conditional events such that there exist the constituents

$$
C_{1}=E_{1} H_{1} E_{2} H_{2} E_{3}^{c} H_{3}, \quad C_{2}=E_{1}^{c} H_{1} E_{2} H_{2} E_{3} H_{3}, \quad C_{3}=E_{1}^{c} H_{1} E_{2}^{c} H_{2} E_{3} H_{3} .
$$

Consider the ordering $P\left(E_{3} \mid H_{3}\right) \leq P\left(E_{2} \mid H_{2}\right) \leq P\left(E_{1} \mid H_{1}\right)$. The associated system is

$$
\left\{\begin{array}{l}
\lambda_{2}+\lambda_{3} \leq \lambda_{1}+\lambda_{2} \\
\lambda_{1}+\lambda_{2} \leq \lambda_{1} \\
\lambda_{1}+\lambda_{2}+\lambda_{3}=1, \quad \lambda_{r} \geq 0, r=1,2,3
\end{array}\right.
$$

Each solution $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ of the system is such that $\lambda_{2}=0, \lambda_{3} \leq \lambda_{1}$, and hence it must be $p_{3}=\lambda_{3} \leq p_{1}=p_{2}=\lambda_{1}$, so that the ordering $P\left(E_{3} \mid H_{3}\right)<$ $P\left(E_{2} \mid H_{2}\right)<P\left(E_{1} \mid H_{1}\right)$ is not coherent.

## 5 Conclusions

In this paper we have considered some qualitative and numerical, upper or interval-valued, conditional probability assessments, defined on finite families of conditional events. In the numerical case, we have examined some logical conditions which ensure the solvability of suitable linear systems. Such linear systems are used in the algorithm which check the g-coherence of the conditional probability bounds. In the qualitative case, we have examined some logical conditions which are sufficient for the existence of a precise probability agreeing with the qualitative ordering on the given conditional events.
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