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Abstract. In this paper we study the relationship between the notion of
coherence for conditional prevision assessments on a family of finite con-
ditional random quantities and the notion of admissibility with respect
to bounded strictly proper scoring rules. Our work extends recent results
given by the last two authors of this paper on the equivalence between
coherence and admissibility for conditional probability assessments. In
order to prove that admissibility implies coherence a key role is played
by the notion of Bregman divergence.
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1 Introduction

Proper scoring rules have been largely studied in many fields, such as probability,
statistics and decision theory. The notion of proper scoring rules was central to
de Finetti’s ideas about assessing the relative values of different subjective prob-
ability assessments ([4]). A review of the general theory, with applications, has
been given in [G7]; an application to sequential forecasting of economic indices
has been given in [I]. The connections between the notions of coherence and
of admissibility have been investigated in many works (see, e.g., [4RQITO/TT]).
In [5] the last two authors of this paper extended the results given in [9] to
the case of conditional probability assessments. In this paper we further extend
the work made in [5], by considering the case of conditional prevision assess-
ments on arbitrary families of finite conditional random quantities. We prove
the equivalence between the coherence of a conditional prevision assessment on
an arbitrary family of finite conditional random quantities and the admissibility
of the assessment with respect to any given bounded strictly proper scoring rule.
The paper is organized as follows: In Section 2 we give some preliminary notions
on conditional prevision assessments; then, we recall some results on the check-
ing of coherence for conditional prevision assessments; in Section 3 we illustrate
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the notions of strictly proper scoring rules and admissibility for conditional pre-
vision assessments; we also give a list of properties for the conditional prevision
of strictly proper scoring rules; finally, in Section 4 we prove that a conditional
prevision assessment on an arbitrary family of finite conditional random quanti-
ties is coherent if and only if it is admissible with respect to any bounded strictly
proper scoring rule.

2 Some preliminary notions

We denote by A¢ the negation of A and by AV B (resp., AB) the logical union
(resp., intersection) of A and B. We use the same symbol to denote an event
and its indicator. For each integer n, we set J, = {1,2,...,n}. Given a pre-
vision function P defined on an arbitrary family K of finite conditional ran-
dom quantities, let F,, = {X;|H;, ¢ € J,} be a finite subfamily of K and M,
the vector (u;, @ € Jp), where pu; = P(X;|H;) is the assessed prevision for the
conditional random quantity X;|H;. With the pair (F,, M,,) we associate the
random gain G,, = Zz‘eJn s;iH;(X; — i), where s1,..., s, are arbitrary real num-
bers and Hi, ..., H, denote the indicators of the corresponding events. We set
H, = HV---V Hy,; moreover, we denote by G, |H,, the restriction of G, to H,,.
Then, using the betting scheme of de Finetti, we have

Definition 1. The function P is coherent if and only if, Vn > 1,VF, C
K,Vs1,...,8, €R, it holds: sup G,|H, > 0.

Given a family of n conditional random quantities F,, = {X1|H1,..., X,|Hy},

for each i € J, we assume X; € {z;1,...,xir, }; then, for each i € J,, and
J=1,...,1, we set A;; = (X; = x;5). Of course, for each i € J,, the family
{Ai;, 7 = 1,...,7;} is a partition of the sure event 2. Moreover, for each

i € Jy, the family {Hf, A;jH;, j =1,...,r;} is a partition of {2 too. Then, the
constituents generated by the family F,, are (the elements of the partition of
{2) obtained by expanding the expression /\ieJn, (ApnH;V---V Ay, H;VHS). We
set Cp = Hf--- HE (it may be Cy = (); moreover, we denote by C1,...,Cy, the
constituents contained in H,, = H{ V---V H,,. Hence

m
i, h=0
With each Cy, h € J,,,, we associate a vector Qn = (qn1,- - -, qnn), where

zi, Cn C ApH;,

) e 1
hi Tir, , O C Ay, Hy (1)

i Ch Cc ch
In more explicit terms, for each j € {1,...,r;} the condition C}, C A;;H;

amounts to Cp C Af) -+~ Af ;4

(& c &
AijAz’,jH T AirAimHi'
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Given any vector (A, h € J;;) and any event A, we set > ) o 4 An = D4 A
Then, by observing that H; = \/;:1 A;jH;, for each ¢ € J,, we have

D> Mnani = Angni+ Y Andni = szg ST MApid e (2)
H, Hy

heEJm j=1 A H; HY

Denoting by Z,, the convex hull of the points @, ..., @, we examine the sat-
isfiability of the condition M,, € Z,,; that is we check the existence of a vector
(A1,..., Am) such that: ZheJm MQn = M, ZheJm A =1, Ny >0, Vh.
More explicitly, we check the solvability of the following system X associated
with the pair (F, M), in the nonnegative unknowns Ay, ..., Am,

X Zhejm)\hqhizuiuie‘]n;ZheJmAh:17)\h207Vh' (3)
We remark that X;H; = Z;;l x;jA;;H;; hence, by interpreting the vector
(An, h € J) as a probability assessment on the family {C1|Hn, .., Cm|Hnl,

one has: P(X;Hi|Hn) = Y5l 2ij Y4, g, A = P(Xi|Hy)P(Hi|Hy), where
P(Hi|Hn) = > g, An- Then in system (3), by decomposition formula , the
equality Zhe]m Anqni = 1 represents the condition P(X,; H;|H,) = pi P(H;|Hn)-
Given a subset J C J,,, we set Fy = {X;|H;, i€ J}, My=(u;,1 € J); then,
we denote by X7, where X5 = X, the system like associated with the pair
(Fy, My). Then, it can be proved the following ([2])

Theorem 1. [Characterization of coherence]. Given a family of n conditional
random quantities F = {X;|Hy,..., Xn|H,} and a vector M = (u1,..., tin),
the conditional prevision assessment P(X1|H1) = p1, ..., P(Xp|Hy) = pn is
coherent if and only if, for every subset J C J,,, defining F; = {X;|H;, i € J},
My = (u;, i€ J), the system X'; associated with the pair (F;, M) is solvable.

3 Scoring rules and admissibility for conditional prevision
assessments

In this section we consider scoring rules for conditional prevision assessments and
we illustrate the notions of weak and strong dominance, and of admissibility with
respect to a scoring rule. A score may represent a reward or a penalty; we think
of scores as penalties, so that to improve the score means to reduce it. We now
extend the notion of strictly proper scoring rule in the following way.

Definition 2. A function o : (=00, +00) X (—00,4+00) — [0,+00) is said to
be a strictly proper scoring rule if the following conditions are satisfied:
(a) given any real numbers z1,...,2., 2,p1,. .., P, With

Srpi=1, 3 pwi=pA£z, p>0,Vi,

it holds
Siapio(xi,z) >3 pio(xi, ) (4)

(b) for every real number z, the function o(z, z) is a continuous function of z.
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In this paper we focus our attention on strictly proper scoring rules which are
bounded. Given a scoring rule o, with any (finite) conditional random quantity
X|H, we associate the conditional scoring rule o(X|H, z) defined as o (X |H, z) =
Ho (X, z). Consider any conditional random quantity X|H, with X € {zy,...,z,},
and any probability distribution P = (p1,...,p,) € V"1, where p; = P(X =
z;|H) and V"' = {P = (p1,....pr) : Di_ypi = 1, p; > 0}. We denote by P
the subvector (p1,pa,...,pr—1) of P and by S"~* C R"~! the convex set

ST ={P=(p1, ., pr1) ERTTHIP = (P 1= 20 pi) €V

For any given real number z and for any proper scoring rule o the conditional
prevision of o(X|H, z) w.r.t. P is given by

s(P,z) =Pp(o(X|H,2)|H) = 3/ pio(xi,2) + (1= 12 pi) o, 2) . (5)
We give below, without proof, some properties of the function s(P, z).

Proposition 1. The function s(P,z2) : "1 x (—o00,+o0) — [0, +00) satisfies
the following properties:

1. s(af/ +(1- a)ﬁ”,z) = as(f/, z2)+(1—a) s(f”, z) for every a € [0, 1];

2. we have s(P,z) > s(P,u), where u = 1! pia; + (1 — 1_) pi)a,, with
s(P,z) = s(P, p) if and only if z = y;

3. s(P, ), with u = Z::_ll pix;+(1— Z:ll D;i )T, is a strictly concave function
of P;

4. given any f = (ph (R 7p'r71)7 with Z:;ll Di%i + (1 - Z:;ll pi)xr = W, S(ﬁ7 Z)
9s(P,z)

is partially derivable with respect to z, ¥ z, and it holds =5>*|.—, = 0;
5. given any interior point P of S"~!, with Z:z_ll piri + (1 — Z:ll Pi)Tr = U,
for each j = 1,...,r — 1, we have %ﬁg?“) = o(xj,pu) — o(xr, u). Moreover,
J

s(P, ) is differentiable in the interior of S"~1;
6. for any interior point P of S™~!, with Z:;ll pix; +(1— Z:;ll i)y = u, and
for every P e S™1, we have

s(P',u) = s(P.p) + Vs(P,p) - (P = P).

Given a prevision assessment M,, = (1, pt2, ..., ttn) on a family of conditional
random quantities F, = {X;|Hy, Xo|Ha,..., X, |H,}, where p; = P(X;|H;),
and a proper scoring rule o, let Cy,C1, ..., ), be the constituents generated by

Fn and Q1, . .., Q, the points associated with the pair (F,, M,,), as defined by
formula (I). The penalty £ associated with the pair (F,, M,) is given by

E =
We denote by Lj the value of £ associated with Cy, k =0,1,...,m. Of course,
Ly = 0; moreover, by defining the quantities

oy — 17Ck:gHi7 R 170kgAij7
M=N0,0, CHe, M T\0,CC A

ij 0

o (Xi|Hi, i) = Hio(Xy, )
1 =1
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we have
Ly = Z:‘L:l hki Z;;l ekija(xij7/~1'i)a k= 1a"'7m' (6)

We give below the notions of weak and strong dominance and admissibility with
respect to scoring rules.

Definition 3. Let o be a scoring rule and M, be a prevision assessment on a
family F,, of n conditional random quantities. Given any assessment M on F,,
with M} # M,,, we say that M,, is weakly dominated by M, with respect to
o, if denoting by L (resp., £L*) the penalty associated with the pair (F,, M)
(resp., (Fn, M), it holds £L* < L, that is: L} < Ly, for every k =0,1,...,m.
Moreover, by observing that Ly = L§ = 0, we say that M, is strongly dominated
by M, with respect to o, if L} < Ly, for every kK =1,...,m.

We observe that M,, is not weakly dominated by M, if and only if L} > L;, for
at least a subscript k.

Definition 4. Let o be a scoring rule and M, be a prevision assessment on
a family F,, of n conditional random quantities. We say that M,, is admissible
w.r.t. o if M,, is not weakly dominated by any M? # M,,. Moreover, given a
prevision assessment M on an arbitrary family of conditional random quantities
K, we say that M is admissible w.r.t. o if, for every finite subfamily F,, C K,
the restriction M,, of M to F,, is admissible w.r.t. o.

Remark 1. We observe that, by Definition [4] it follows:
- If the assessment M,, on F,, is admissible, then for every subfamily F; C F,
the sub-assessment M ; associated with F; is admissible.

4 Coherence and admissibility of conditional prevision
assessments

In this section we give the main result of the paper, by showing the equivalence
between the coherence of conditional prevision assessments and admissibility
with respect to proper scoring rules. Given the assessment M,, = (u1,..., tin)
on F, = {X1|H1£(2\H27...,)£n|Hn}jnd a bounded strictly proper scoring
rule o, we set S(P,Z,) = S(P1,...,Pn,2Zn) = Y1y 8(Pi,z), where P =
(P1,---,Pn)sPi = (Dits-- - Pirs—1), Z;;}lpijfcij + (1 - Z;;lpij)fﬂiri = [
and Z, = (z1,...,2,). Given any vector P = (f&,...,f;) € II, with f; =
(Diys - Dy 1) and IT = [[7, S~ CR™™™, 7= 3" | ry, from the properties
5 and 6 in Propositionwe have S(P', M,,) = S(P, M,,)+VS(P, M,)-(P —P).
We set &(P) = fSLF, Aﬁ") = —>"  s(Pi,p;) . Then, we have S(P/,Mn) =
—d(P) —V&(P) - (P — P), that is

S(P',M,) - S(P,M,) =-V&[P)- (P - P). (7

~—

We observe that the function ¢(P) is continuous on IT and strictly convex in the

interior of II. Moreover, ¢(P) has continuous partial derivatives on the interior
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of IT, so that @(P) is differentiable in the interior of IT and the gradient V&(P)
is a continuous function on the interior of II. As the functions o(x;j,2;) are
assumed bounded, then V&(P) extends to a bounded continuous function on
I1. The Bregman divergence ([3l0]) associated with the function @ is given by

do(P',P) = &P ) — &P) - Vo(P)- (P - P).
Then, from it follows

/

do(P', P) = &(P') ~&(P)+ S(P', My,) +8(P) = S(P', M,,) ~ S(P, M,,) . (8)
We illustrate now the relationship between the notion of coherence and the
property of non dominance, by first examining a single assessment P(X|H) = p.

Lemma 1. Given any event H # (), any finite random quantity X € {x1,...,z,}
and any strictly proper continuous and bounded scoring rule o, the assessment
P(X|H) = p is coherent if and only if p is admissible with respect to o.

Proof. (=) Assume that p is coherent. With no loss of generality, we can suppose
x1 < - <zpand A;H # () where A; = (X = z;), i =1,...,r; then coherence of
w amounts to 1 < p < x,., so that there exist py,...,p, such that le,:cl = L,
with ), p; = 1, p; > 0, for every 4. Then, for any given p* # pu, by recalling
we have Y, pio(x;, p) < Y, pio(x;, u*), so that o(xy, p) < o(xy, p*) for at least
an index k; hence, i is not weakly dominated by u*.

(<) Assume that p is not coherent; that is u ¢ [x1, z,]. We consider the random
quantity Y = X H + pH® with possible values: z1,...,z,, u, which are associ-
ated with the r + 1 constituents: A1H,..., A, H,H¢. Let P = (p1,p2,---,Pr+1)
be a probability distribution on Y; we set P = (p1,p2,...,p,). Then, the pre-
vision of the score o(Y,u) is s(P,u). We observe that particular choices of
P are the vectors Wy = (Wg1,..., Whr, Wkrt1), & = 1,2,...,7 + 1, with
Wi = (1,0,...,0), Wy = (0,1,0,...,0), ..., W,y1 = (0,...,0,1). We set W}, =
(W1, .- -, wer); then s(Wi, p) = 3775 wijo (@, 1) + (1= 30 wig)o(p, p) =
U(iL’k,‘LL), k = 1,...,m, with S(Wr—i-laﬂ) iU(M,,LL) E S(Wk>$k) = U(xk’mk)a
k=1,...,7,weobtain Ly = o(x, p) = sS(Wp, 1) —s(Wg,xp)+ag, k=1,...,r,
with ay, = o(zk, 2x) and L1 = o(u, ). We set C = [0, 1]"; then, we consider the
function #(P) : C — R, defined as ®(P) = —s(P, u(P)), with P = (p1,...,p),
w(P) =prx1 + ... + 0y + Pra1fhy, Pre1 = 1 — Z;lej. Based on , we have
d@(ﬁ/,P) = 5(?/,;1(?)) - s(?l,u(f/)) and, by observing that u(W}) = x;, and

w(W,.41) = p, we obtain
L, = S(Wk,‘u,) — S(Wk,xk) + o = d@(Wk,Wr+1) + oy, k= ].7 R

Denoting by Zy the convex hull of W, ..., W, for each P = (p1,...,p,) € Ty
we have P = Y0, p;W,;, with >.;_, p; = 1, so that p,41 = 0. Then u(P) €
[z1,7,] and, as pu ¢ [z1,2,], we have u(P) # pu,V P € Iy . Then, for every P, € C
such that p(P,) = p, it holds that P ¢ Zy ; thus, there exists a projection point
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ﬁ; € Iy, with u(ﬁ:) = p*, such that: dqs(W]C,P:)—f—d@(ﬁ:,ﬁu) <de(Wy, P,),
and, as P: # P, one has: dqs(Wk,P:) < de(Wg,P,), k = 1,...,r, that is
o(xg, u*) < o(xg, 1), k =1,...,r. Now, by considering the alternative assess-
ments p* and p for the prevision of X|H, we have

Li=Lo=0and L} = o(xp,u*) < o(zp,p) =Li, k=1,...,r;
thus, p is (strictly) dominated by p* with respect to o. O

Based on the previous Lemma, given any prevision assessment M,, = (1, ..., fn),
in what follows we can assume p; € [min X;|H;, max X;|H;,] for every i. We have

Theorem 2. Let M be a prevision assessment on a family I of conditional
random quantities, with puxz = P(X|H) € [minX|H,maxX|H] for every
X|H € K; moreover, let ¢ be any bounded strictly proper scoring rule. M
is coherent if and only if M is admissible with respect to o.

Proof. (=) Assuming M coherent, let ¢ be a bounded proper scoring rule.
Given any subfamily F,, = {X1|Hy,..., Xp|Hp} of K, let M,, = (p1,..., tn)
be the restriction to F,, of M. Now, given any M* = (u},...,us) # M,, we
distinguish two cases:

(a) pur # g, for every i = 1,...,n; (b) puf = p;, for at least one index i.

Case (a). We still denote by Co,Ch,...,Cp,, where Cy = H{ A --- AN HE, the
constituents generated by F,, and by Qr = (qk1,.-.,qkn) the point associated
with Cg,k =1,...,m. With the assessment M, we associate the loss

L= o(Xs|Hiy i) = >0 Hio(Xy, pa)
with Ly = 0 and, recalling @, Ly =" hi E;‘Zl ekijo(Tij, i), k=1,...,m.
Of course, with any other assessment M} on F, we associate the loss
Lr = Z?:l U(XilHiv :u;k) = Z?:l HiU(Xi’ ﬂ?) )
with Lg = 0 and Ly = >0 hii D00 ewijo(wig, py) , k= 1,...,m.
As Ly = Ljj = 0, in what follows we will only refer to the values Ly, L}, k =
1,...,m. As M,, is coherent, there exists a vector (A, ..., Ay ), with A > 0 and
> x M = 1, which is a coherent extension of M,, on the family of conditional
events {C1|Hn, ..., Cn|Hn}, with A\, = P(Cy|H,,). We have
P(Himn) = chgHi P(Ckmn) = Zk el
with > | P(H;|H,) > P(Hn|H,) = 1, so that P(H;|H,) > 0 for at least an
index . Moreover
P(Ai HiHa) = Yy cnm, PICEMA) = 53 Mhienss = P(Ay | H)PUHL[H,).
We set: I' = {i : Y, Aphii > 0} C {1,2,...,n}. Of course, I' # (). We set
P(AU|H1) = Pij; then, by ObSGI‘Vng that
Do (O Akhieig)xi; = 2000, P(AijHi Hy )iy =
=30 P(Ay | Hi) P(Hi|Ho)wiy = P(HilHy) 3050, pij viy = i P(H; [ Hn)
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for each ¢ € I’ it holds

Z;’:l(Ek Aihiierig)o (@i, pi) = P(Hi[Hn) Z;;l Pio(@ij, ) <
< P(H;|Hy,) Z;;l Dijo(Tij, p1y) -

It follows:

S ML= e Yl Z erijo (g, 1) = Y Z(Z Arhrieri)o(@ij, i) =
k ko=l =1

i€l j=1 k

el el
n Ti
*
= E Ak E P E erijo(Tij, 1y) = E ALy
k i=1  j=1 2

The inequality >, AeLi < >, AiLj implies that there exists an index k such
that L, < Lj; that is £L* > L in at least one case. Hence M,, is admissible. Since
Fp is arbitrary, it follows that M is admissible.

Case (b). Let M} # M,, with ui = p;, for at least one index i. We set
J={i:pf # p} € Jo={1,...,n}. We denote by M (resp., M, \;) the
subvector of M,, associated with J (resp., J,, \ J). Analogously, we can consider
the subvectors M7 and M7 | ; of M7. Then, we have

D P(HiHW) Y pijo(wi, ) < Y P(Hi|Ha) Y pijo(wij,uf) =
Jj=1 j=1

£:£J+£Jn\.], ﬁ*:£j+£?}n\‘]’ EJn\J:;C?}n\J.

By the same reasoning as in case (a), it holds that £% > £ in at least one case.
Then, by observing that £ — L* = L; — L%, it is L* > L in at least one case;
hence M,, is admissible. Since F,, is arbitrary, M is admissible.

(«<). We will prove that, given any bounded proper scoring rule o, if M is
not coherent, then M is not admissible with respect to o. Assume that M is
not coherent. Then, there exists a subfamily F,, = {X1|H,...,X,|H,} C K
such that, for the restriction M,, = (p1,...,pu,) of M to F,, denoting by Z,
the associated convex hull, we have M,, ¢ Z,,. For each constituent Cj we set
Io={i:Cy C H}, I, ={i : C, C Hf} = J, \ I';. As for each ¢ it holds
minX;|H; < p; < maxX;|H;, with each quantity qx;, defined as in (1f), we

associate a vector Wy; = (W1, - - -, Wrir;) € V71, with
1 ) Ck - A’LjHZ )
wri; =4 0, Oy CAjH;, (9)

where Z;Zl DijTij = i, Z;Zl pij = 1, pij > 0. We denote by Wy; the subvector
(Whits - -+ s Whi(r;—1)) Of Wi As Wi € V=1 it follows W; € S"~1. We observe
that, if C, C H;, that is i € Iy, then

S(Wkia Qri) = Z;L_ll Wiij0 (Tij, qri) + (1 — Z;L_ll Wi )0 (Tirs Qi) = 0 (Qhis Qri) ;
s(Wiy i) = - = o (quis i) -
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If Cy, C HE, that is ¢ € I, then:
P J— i—1 i—1
S(Wiis qri) = (Wi, i) = Z;=1 pijo(@ij, i) + (1 — Z§=1 Pij)o(Tir, i) -

Then, by taking into account that Y., [s(W i, tti) — 8(W i, qri)] = 0 and defin-
ing Wi = (Wi, ..., Wgn), for the value Ly, of the penalty £, we obtain

Ly =300 hoi D05 enijo (g, j1i) = Diep, 0(ahis 1) =

= ier, O(@ris i) — D ier, (s i) + 25, 0 (aris Qri) =

= Zierk [0 (qri» i) — o (qris qrs)] + o = ZiEFk [S(Wki7 i) — $(Wgi, Qi) + o =
=i Wiy i) = s(Wis qri)l + 2 ic, [SWis i) — s(Whi, qri)] + i, =

=30 Wiy i) — sWi, qi)] + e = SWi, My,) — S(W, Qi) + au,

where oy, = 3, 0(ri, qri)- Then, by applying with P = Wh, so that
M = Qy, we have

Ly ZS(Wk7Mn)—S(Wk,Qk)+Oék qus(Wk,F)-i-ak. (10)

We recall that for the probability assessment P = (P, ..., P, ) on the family A =
{AZ]‘HZ, _] = 1, I 1€ Jn} it holds that 221:1 DijTi; = i, = 1, ey We
recall that M,, ¢ Z,; then, denoting by Z the convex hull associated with the
pair (A, P), where A= {A;;|H;, j=1,...,(ri —1);i € Jo}, P=(P1,...,Py)
and P; = (pi1, ... s Pi(r,—1)), We have P ¢ I. Then, by recalling the projection
lemma associated with Bregman divergences ([9], see also [5], Proposition 2), for

the projection P of P on I+ we have
do(W, P*) + do(P", P) < dp(Wy, P).
Moreover, as P # P, we have d¢(?*,?) > 0; therefore
deWi, P) < de(Wy,P), k=1,....m.

Now, with the point P" we associate the probability assessment P* = (Py, ..., Pk),
where P; = (pjy, -, Pj 1), 1 — Z;;i p;;), and the (possibly not coherent) pre-

fol * * * : ri—1l & ri—1 o« L
vision assessment My, = (u7, ..., py,), with 35200 plia; + (1= 3250 pjj)Tir, =

ur, i =1,...,n. For each constituent C} we consider the vector @} associated
with the pair (F,, MZ); moreover, based on @D, with the pair (P*,Q}) we as-
sociate the vector W . Then, for the values of the penalty £*, we have

P=SWi, M) = S(Wy,Qp) +aj =de(W, P ) +aj, k=1,...,m, (11)
with L§ = 0 and of = ap = ZiGFk o (qris qri). We observe that

W}CiZW;, qki:qzi, Viely, Vk=1,...,m.
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Then, by virtue of the property 2 of the function s(P,z) (which is connected
with condition (a) in Definition [2), for each k = 1,...,m we have

dg(Wy,P') — de(W,,P") =

= S(Wy, M) = S(Wi, Q) = [S(W, M) = S(W, Q)] =
[s(Wis 7)) — S(Kfi; qii)] = 2o [sS(Wo 7)) — S(Kﬁiv ar;)] =

[S(VKM’M;F) - «9@*/1“‘7#?)] - Z?ﬂ[*ﬂwki’ ki) :f(Wm i)l

il F@, i) = s(Piy i)l = 2ier [s(Pis i) — s(Py, i)l =

s(Piypy) — s(Piypi)] > 0.

Therefore, d¢(Wz,ﬁ*) < dq;(Wk,P*) < dp(Wy, P), for each j = 1,2,...,m.
Then, recalling and , for each kK =1,...,m we obtain

z = d@(WZ,P*) +ar < d@(Wk,?) +ap = Lg;

that is, M,, is strongly dominated (and hence weakly dominated) by M ; hence
M, is not admissible. This implies that M is not admissible. a

Acknowledgments. The authors thank the anonymous referees for their very
useful comments and suggestions.
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